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Abstract
We consider an infinite system of hard balls in Rd undergoing Brownian motions and sub-

mitted to a pair potential with infinite range and quasi polynomial decay. It is modelized by an
infinite-dimensional Stochastic Differential Equation with an infinite-dimensional local time term.
Existence and uniqueness of a strong solution is proven for such an equation with deterministic
initial condition. We also show that the set of all equilibrium measures, solution of a Detailed
Balance Equation, coincides with the set of canonical Gibbs measures associated to the hard core
potential.
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1 Introduction

The aim of this paper is to construct and analyze an infinite system of interacting hard balls
undergoing Brownian motions in Rd and starting from a fixed initial condition.

R. Lang ([9],[10]) constructed in a pioneer paper the reversible solution of an infinite gradient
system of Brownian particles (i.e. balls with radius 0, that is reduced to points) submitted to a
smooth pair interaction. It is a so-called equilibrium dynamics in Statistical Physics, since this
process has a time-stationary distribution. J. Fritz solved some years later in [6] the non-reversible
case, which occurs when the initial distribution is no more Gibbsian. For this type of systems,
the main difficulty comes from a possible explosion (i.e. an infinite number of particles can enter
a finite volume after a finite time).

On another side, a reversible system of infinitely many Brownian hard balls (without external
potential) was studied by H. Tanemura [22]. He constructs a unique solution to an infinite-
dimensional Skohorod type equation where the hard core situation – balls can not overlap –
appears as a local time term in addition to the basic Brownian motion. The (reversible) initial
condition is ditributed like a Gibbs measure associated to the hard core potential.

In the present paper, we deal in the dynamics (E) with Brownian motions submitted to the
sum of a hard core potential and a smooth infinite range pair potential, a model which is a mixture
of both Lang’s and Tanemura’s models. In [5] we proved existence and uniqueness of a reversible
solution of equation (E), using at several places the time-stationarity of the solution. We propose
here a new pathwise approach for the construction of a non-reversible solution of (E) : the initial
condition can be any deterministic configuration in a set of allowed configurations which is clearly
identified (see (18)). Furthermore, the model studied here is an important generalization of the
previous works since the pair potential we consider has infinite range with a so-called quasi-
polynomial decay (see condition (3)); we explain in the proof of Proposition 3.5 why this choice
is almost optimal with respect to the techniques we use. The potential treated in [5] had a faster
exponential decay, which is known to be much more accessible to mathematical treatment.

In Section 2 we present the infinite-dimensional equation (E) and we state the results. We
build a sequence of approximating solutions in Section 3, show their convergence and analyse the
limit process, in particular its associated infinitesimal generator.

Last, we prove in Section 4 that any Gibbs measure associated with the dynamical interaction
is reversible. Reciprocally, we show that any measure satisfying an equilibrium equation called
Detailed Balance Equation is necessarily canonical Gibbs.

2 Main results

The particles we deal with in the present paper move in Rd, for a fixed d>2, endowed with the
Euclidian norm denoted by | |. B(y, ρ) will denote the closed ball centered in y ∈ Rd with radius
ρ ≥ 0 and more generally, for any A ⊂ Rd, we define

B(A, ρ) = {y ∈ R
d such that d(y,A)6ρ}

where d(y,A) denotes the Euclidian distance between y and A. The volume of a subset A in Rd

is also denoted by |A|.
The modelization of point configurations may be done in two equivalent ways :

The first possibility is to represent an n-points configuration in Rd as a subset (with multiplicity)
of cardinality n in Rd, that is as an equivalence class on (Rd)n under the action of the permutation
group on {1, . . . , n}. The second possibility is to modelize it as a point measure

∑n
i=1 δξi on Rd.

More generally, the set of all point configurations in Rd will be the set M of all point Radon
measures on Rd :

M =

{
ξ =

∑

i∈I
δξi such that I ⊂ N, ξi ∈ R

d and for any K compact in R
d, ξ(K) < +∞

}
.
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M is endowed with the topology of vague convergence. By simplicity, we will identify any point
measure ξ ∈ M with the subset of Rd {ξi, i ∈ I} corresponding to its support and with the
representants of this subset in (Rd)I , writing for example ξΛ = ξ ∩ Λ for the restriction of this
configuration to Λ ⊂ Rd, ξη for the concatenation of both configurations ξ and η. M∩ (Rd)n is
the set of all n-point configurations.

Let us also introduce some definitions of differentiability for functions defined on the space of
point configurations M.

Definition 2.1 A function f on M is local if there exists a compact set K ⊂ Rd such that f(γ)
only depends on γ ∩K, i.e. ∀γ ∈ M f(γ) = f(γK). Such a function is called K-local.
A local function f on M is called Ck if for any n ∈ N∗ the function defined on (Rd)n by

(γ1, · · · , γn) 7−→ f(

n∑

i=1

δγi
) is Ck. For any γ ∈ M, Dxf(xγ) and D2

xxf(xγ) denote the first

and second derivatives of y 7→ f(yγ) at y = x.
Our set of test functions will be T := { functions f : M → R, local and C2}.

Remark that any local C0-function is bounded on A and that any local C1-function has a
bounded derivative on A : sup

x∈Rd

sup
γ∈A

|Dxg(xγ)| < +∞.

We introduce some more notations.

• For Λ ⊂ Rd, NΛ is the counting variable on M : NΛ(ξ) = ♯{i ∈ N : ξi ∈ Λ}.

• For Λ ⊂ Rd, BΛ is the σ-algebra on M generated by the sets {NA = n}, n ∈ N, A ⊂ Λ, A
bounded.

• π (resp. πΛ) is the Poisson process on Rd (resp. on Λ) with intensity measure the Lebesgue
measure dy (resp. dy|Λ).

• For z > 0, πz (resp. πzΛ) is the Poisson process on Rd (resp. on Λ) with activity z, that is
with intensity measure z dy (resp. z dy|Λ).

The particles we deal with in this paper are not reduced to points but are hard balls or spheres
of diameter r, for a fixed r > 0. Since balls can not overlap, the set of allowed configurations is
the following subset of M :

A = {ξ = {ξi}i ∈ M such that ∀i 6= j |ξi − ξj |>r} .

2.1 Interaction potential and (canonical) Gibbs measures

For a complete description in a general framework of the concepts introduced in this subsection,
we refer the reader to [7].

We are dealing with hard balls with diameter r submitted to the action of a pair potential,
which is a function on Rd of class C2 satisfying ϕ(x) = ϕ(−x). Due to the hard core situation
the values of ϕ(x) may be chosen arbitrarily for |x| < r. In particular, one can assume without
restriction that ϕ vanishes in a neighborhood from 0 and that ∇ϕ(0) = 0. Moreover it satisfies
the following assumptions (1), (2) and (3):

• Summability of the interaction and its derivative on A :

∀ξ ∈ A,
∑

j

|ϕ(ξj)| <+∞ and
∑

j

|∇ϕ(ξj)| <+∞ (1)
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• Lipschitzianity of ∇ϕ on finite allowed configurations :

There exists a real number ∇ϕ > 0 such that for each finite subset J of N, each ξ, η ∈ A
verifying max

j∈J

|ξj − ηj | < r/2, one has :

∑

j∈J

|∇ϕ(ξj) −∇ϕ(ηj)| 6 ∇ϕ max
j∈J

|ξj − ηj | (2)

• Quasi-polynomial decay of the interaction : ∃ a, b > 0 such that for R large enough,

∀ξ ∈ A,
∑

{j:|ξj |>R}
|∇ϕ(ξj)| ≤ g(R) :=

1

Ra(logR)b
(3)

This is obviously a stronger condition than the second summability condition in (1). The
range of the pair potential ϕ may be finite or infinite, i.e. the support of ϕ may be compact or
not. If the range of ϕ is finite, (1), (2) and (3) are trivially satisfied.

Let us also present an equivalent formulation for assumption (1). The space Rd can be splitten
into cubes that cannot contain more than one center of hards balls with diameter r : Rd =⋃
k∈Zd

r√
d
k+[0; r√

d
[d. Let γk denote a point in the closed cube r√

d
k+[0; r√

d
]d which maximize |ϕ|

on this cube : |ϕ(γk)| = max{|ϕ(x)|, x ∈ r√
d
k + [0; r√

d
]d}. Clearly, for each configuration ξ ∈ A,

one has
∑

j |ϕ(ξj)|6
∑

k∈Zd |ϕ(γk)|. The configuration γ =
∑

k∈Zd δγk
does not a priori belong to

A, but it is the union of at most [
√
d+ 2]d allowed configurations. Using a similar argument for

∇ϕ, one obtains that assumption (1) is equivalent to

sup
ξ∈A

∑

j

|ϕ(ξj)| < +∞ and sup
ξ∈A

∑

j

|∇ϕ(ξj)| < +∞

Moreover, using the translation invariance of the set A, assumption (1) is equivalent to the
following useful uniform summabilities :

ϕ = sup
x∈Rd

sup
ξ∈A

∑

j

|ϕ(x− ξj)| < +∞ and ∇ϕ = sup
x∈Rd

sup
ξ∈A

∑

j

|∇ϕ(x− ξj)| < +∞ (4)

Remark 2.2 From a physical point of view, it is natural to assume that the pair potential ϕ(x)
only depends on the norm of x (ϕ(x) = ψ(|x|) for some C2 function ψ). In this case, a sufficient
condition for ϕ to satisfy assumptions (1), (2) and (3) is the following :

∃ a, b > 0, ∃ψ non-increasing function with

∫

Rd

ψ(|x|) dx < +∞ such that for R large enough

∀u > R, |ψ(u)|6ψ(u), |ψ′(u)|6 1

ua(log u)b
and |ψ′′(u)|6ψ(u).

The energy of a configuration ξ ∈ M submitted to the potential ϕ in the compact volume
Λ ⊂ Rd with the boundary condition η ∈ M is given by :

EΛ(ξ|η) =






1

2

∑

ξi,ξj∈Λ

ϕ(ξi − ξj) +
∑

ξi∈Λ,ηj∈Λc

ϕ(ξi − ηj) if ξΛηΛc ∈ A

+∞ otherwise.

(5)

(the condition ξΛηΛc ∈ A corresponds to configurations for which ξΛ ∈ A, ηΛc ∈ A and no ball
of ηΛc is overlapping a ball of ξΛ). The energy is well defined for ξΛηΛc ∈ A since the first sum
contains a finite number of terms, and the second series is finite due to (4). Moreover, e−EΛ(ξ|η)

vanishes as soon as the configuration ξΛηΛc is not allowed.
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We now define the set G(z) of Gibbs measures on hard balls associated to the potential ϕ
with activity parameter z ∈ R+. For each compact subset Λ of Rd, let us define a local density
function with respect to the Poisson Process πzΛ by :

fzΛ(ξ|η) =
1

ZΛ,η
z

exp(−EΛ(ξ|η)) (6)

where the so-called partition function ZΛ,η
z is the renormalizing constant :

ZΛ,η
z = e−z|Λ|

(
1 +

+∞∑

n=1

zn

n!

∫

Λn

exp−EΛ(y1 · · · yn|η) dy1 · · · dyn
)
.

Due to the hard core, the above series is only a finite sum and 0 < ZΛ,η
z < +∞.

Definition 2.3 A Probability measure µ on M belongs to the set G(z) of Gibbs measures on hard
balls with activity z and associated potential ϕ if and only if, for each compact subset Λ ⊂ Rd,

dµ(ξ|BΛc)(η) = fzΛ(ξ|η) dπzΛ(ξ) for µ-a.e. η.

Remark that any Gibbs measure in G(z) has its support included in A. Dobrushin proved
in [1], using compactness arguments, that there exists at least one element in G(z) when the
potential contains a hard core component. Furthermore the set G(z) is convex and compact.
About the cardinality of G(z), remarking that the sum of the hard core and the smooth potential
ϕ is superstable and lower regular in the sense of Ruelle [15], we have :
- If z is small enough, Ruelle proved that uniqueness holds (see [14] Theorem 4.2.3). In our case,
a sufficient condition would be :

z < zc :=
exp−(2ϕ+ 1)∫

Rd |1 − exp(−ϕ(x))|dx.

- For z large enough it is conjectured (see [14] and [7]) - but still not proved - that phase transition
occurs : ♯G(z) > 1. Moreover, it is conjectured by physicists that for z converging to infinity one
can find a sequence of Gibbs measures µz ∈ G(z) converging to the closest packing configurations.

See also [13] for a construction of a pure hard core Poisson Process with applications in per-
colation theory and [23] for the description of such a process as a Gibbs cluster process.

We now define the set CG of canonical Gibbs measures on A associated to the potential
ϕ.

Definition 2.4 A Probability measure µ on A belongs to the set CG of canonical Gibbs states on
A for the pair potential ϕ if and only if, for each compact subset Λ ⊂ Rd and n ∈ N, for µ-a.e. η,

dµ(ξ|BΛc , NΛ)(η, n) =






1

ZΛ,η,n
1I{NΛ(ξ)=n} exp(−EΛ(ξ|η)) dπΛ(ξ) if ZΛ,η,n > 0

0 otherwise,

where the partition function ZΛ,η,n for the particle number n is the finite renormalizing constant

ZΛ,η,n = e−|Λ|

n!

∫
Λn exp−EΛ(y1 · · · yn|η) dy1 · · · dyn.

Since the potential ϕ is bounded from below we deduce from (1) that the map y 7→ EΛ(y|η) is
also bounded from below on Rd, uniformly in Λ and η. Thus Georgii’s conditions (6.11) and (6.12)
from [7] hold, which allows to apply Theorem 6.14 of [7] and to deduce that the set of canonical
Gibbs states CG is obtained by mixing elements of different G(z), z ∈ R+ : for any µ ∈ CG there
exists a probability measure θ on R+ such that

µ =

∫

R+

µz θ(dz) with µz ∈ G(z) for each z ∈ R
+. (7)
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2.2 The infinite-dimensional reflected stochastic equation (E)

Let (Ω,F , P ) be a probability space with a right continuous filtration {Ft}t>0 such that each
Ft contains all P -negligible sets and let (Wi(t), t>0)i∈N be a family of Ft-adapted independent
d-dimensional Brownian motions.

Let us denote C(R+,M) (resp. C0(R
+,M) ) the set of continuous M-valued paths on R+ (resp.

which vanish at time 0), endowed with the topology of uniform convergence on each compact time
interval. C(R+,M) is the set of all possible paths, and the subset of all allowed paths is

C(R+,A) =
{
X ∈ C(R+,M) such that ∀t>0 X(t) ∈ A

}
.

Sets C([0, T ],M) and C([0, T ],A) are defined similarly for any positive final time T .
Let ϕ be the smooth infinite range pair potential introduced in the previous subsection. We

consider the following - possibly infinite - gradient system of stochastic differential equations
satisfied by the Brownian balls :

(E)






For i ∈ I ⊂ N, t ∈ R+,

Xi(t) = Xi(0) +Wi(t) −
1

2

∑

j∈I

∫ t

0
∇ϕ(Xi(s) −Xj(s))ds

+
∑

j∈I

∫ t

0
(Xi(s) −Xj(s))dLij(s)

where

• (Xi(t), t>0)i∈I ∈ C(R+,A), i.e. it satisfies ∀i 6= j,∀t>0, |Xi(t) −Xj(t)| > r;

• (Lij(t), t>0)i,j∈I is a family of non-decreasing R+-valued continuous processes satisfying :

Lij(0) = 0, Lij ≡ Lji and Lij(t) =

∫ t

0
1I|Xi(s)−Xj(s)|=r dLij(s), Lii ≡ 0.

A solution of the system (E) with initial condition x = (xi)i∈I ∈ A is a family (Xx
i (t), Lxij(t), t>0, i, j ∈

I) of processes such that equation (E) is satisfied with X(0) = x. The process X is infinite-
dimensional as soon as x is an infinite point configuration (♯I = +∞).

The main results of this paper are the following theorems.

Theorem 2.5 The stochastic equation (E) admits a solution with values in A for any determin-
istic initial configuration which belongs to the set A = {x ∈ A : P (Ωx) = 1}, where the set Ωx

is defined in (18). This solution is unique as element of C ⊂ C(R+,A), a subset of regular paths
defined in (40).

Theorem 2.6 Any Gibbs measure µ ∈ G(z) with activity z > 0 has its support included in A.
Furthermore, if the initial configuration of the stochastic equation (E) is random with distribution
µ ∈ CG, then this solution is time-reversible, that is its law is invariant with respect to the time
reversal.

Theorem 2.7 Suppose that µ is a probability measure on A with µ(A) = 1. Furthermore, suppose
that for every Λ compact subset of Rd and µ-almost all η, µ(.|BΛc)(η) is absolutely continuous
with respect to πΛ and its density uΛ(.|ηΛc) has the following differentiability property :

∀ξ ∈ AΛ, the map x 7→ uΛ(xξ|ηΛc) is C1 on ΛrB(ξηΛc , r) and its derivative

∇uΛ(xξ|ηΛc) verifies

∫

A

∫

AΛ

sup
x∈ΛrB(ξηΛc ,r)

|∇uΛ(xξ|ηΛc)| πΛ(dξ)µ(dη) < +∞ (8)

If µ is an equilibrium measure for the gradient system (E) in the sense that the Detailed Balance
Equation (44) holds under µ, then µ is a canonical Gibbs measure in CG.
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3 Approximating processes and their convergence

To simplify we restrict the study of the paths on the time interval [0, 1]. It is obvious that all the
results in the sequel hold true on any time interval [0, T ], T>1, up to a change of constants.

3.1 Construction of finite-dimensional approximations

In this whole subsection, ℓ ∈ N∗ is fixed. We construct the approximating process Xℓ,x in
order that it “essentially” stays in B(0, ℓ), the ball with radius ℓ (we use a penalization method,
whose sense will be clear soon). To obtain such a behavior, we introduce in the equation (E)
an additional gradient drift ∇ψℓ,η which vanishes in a subset of B(0, ℓ) and is strongly repulsive
outside of B(0, ℓ).

More precisely, for any allowed configuration η ∈ A whose support is disjoint to B(0, ℓ), we
fix a R+-valued function ψℓ,η on Rd which is C2 with bounded derivatives and vanishes on each
y ∈ B(0, ℓ) such that yη is an allowed configuration, and only on those y’s (see figure 1), that is

ψℓ,η(y) = 0 ⇔ y ∈ B(0, ℓ) and yη ∈ A ⇔ |y|6ℓ and d(y, η)>r.

r 2r

ℓ

Figure 1: Particles of η are represented; the grey area is the domain where ψℓ,η vanishes.

We extend the definition of ψℓ,η to any configuration η ∈ A by taking ψℓ,η = ψℓ,η∩B(0,ℓ)c
.

We also choose the family (ψℓ,η)ℓ such that, for every η ∈ A,

sup
η∈A

∑

ℓ∈N∗

∫

Rd

1Iψℓ,η(y)>0 exp(−ψℓ,η(y)) dy 6 1. (9)
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Such a family (ψℓ,η)ℓ∈N∗,η∈A exists; choose for example ψℓ,η(y) = Cstℓd+1δ(y) where δ is a C2

function with bounded derivatives which is equivalent on Rd to d(·,ΛrB(ηΛc , r)) with Λ = B(0, ℓ)
(see [20] p. 171), that is which verifies :

∃c, C > 0 such that ∀x ∈ R
d c d(x,Λ rB(ηΛc , r)) 6 δ(x) 6 C d(x,Λ rB(ηΛc , r)).

For η ∈ A and n ∈ N∗, let us now define the n-dimensional stochastic differential equation :

(Eℓ,ηn )






∀i ∈ {1, . . . , n}, ∀t ∈ [0, 1],

dXi(t) = dWi(t) −
1

2



∇ψℓ,η(Xi(t)) +
∑

j=1,...,n

∇ϕ(Xi(t) −Xj(t))

+
∑

j:|ηj |>ℓ
∇ϕ(Xi(t) − ηj)



 dt

+
∑

j=1,...,n

(Xi(t) −Xj(t))dLij(t)

with Lij ≡ Lji for all i and j and Lij(t) =
∫ t
0 1I|Xi(s)−Xj(s)|=r dLij(s).

(Eℓ,ηn ) is a n-dimensional stochastic differential equation of Skorohod’s type, reflected on the
boundary of the domain

Dn := A ∩ (Rd)n = {x = (x1, . . . , xn) ∈ (Rd)n : |xi − xj |>r, i 6= j}. (10)

Its drift has a gradient form −1
2∇β

ℓ,η
n where

βℓ,ηn (x1, . . . , xn) =
∑

i=1,...,n

(
ψℓ,η(xi) +

1

2

∑

j=1,...,n
j 6=i

ϕ(xi − xj) +
∑

j:|ηj |>ℓ
ϕ(xi − ηj)

)
. (11)

Since the drift −1
2∇β

ℓ,η
n is bounded and Lipschitz continuous, following the results of Saisho and

Tanaka (Theorem 5.1 of [17]), the equation (Eℓ,ηn ) admits a unique strong solution in the domain
Dn for each initial n-points configuration x ∈ A ∩ (Rd)n. We denote this solution by Xℓ,η,n(x, ·).
For any configuration x ∈ A, one can define an A-valued finite-dimensional process with initial
configuration x ∩B(0, ℓ) and random dynamics (Eℓ,ηn ) by

Xℓ,x(·) := Xℓ,xΛc ,n(xΛ, ·) with Λ = B(0, ℓ) and n = ♯(x ∩B(0, ℓ)) .

As Kolmogorov proved in his pioneer paper [8], the solution of (Eℓ,ηn ) is reversible when one

takes as initial distribution νℓ,ηn , where νℓ,ηn is the finite measure defined on (Rd)n by

dνℓ,ηn (x1, . . . , xn) = exp(−βℓ,ηn (x1, . . . , xn)) 1IA(x1, . . . , xn) dx1 . . . dxn.

Qℓ,ηn denotes the time-reversible law of Xℓ,η,n starting from νℓ,ηn :

Qℓ,ηn =

∫
P (Xℓ,η,n(x, ·) ∈ .) dνℓ,ηn (x).

Remark that, like νℓ,ηn , the finite measure Qℓ,ηn is not necessarily a Probability measure.

The Probability measure µℓ,ηz on

+∞⋃

n=0

(Rd)n, Poisson mixture of the (νℓ,ηn )n, is defined by :

µℓ,ηz (
+∞⋃

n=0

An) =
e−z|B(0,ℓ)|

Zℓ,ηz

+∞∑

n=0

zn

n!
νℓ,ηn (An), An ⊂ (Rd)n, (12)
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where Zℓ,ηz = e−z|B(0,ℓ)|
+∞∑

n=0

zn

n!
νℓ,ηn ((Rd)n) (with the convention νl,η0 ((Rd)0) = 1).

Similarly, consider on the level of paths the Probability measure defined by

Qℓ,ηz =
e−z|B(0,ℓ)|

Zℓ,ηz

+∞∑

n=0

zn

n!
Qℓ,ηn .

This Probability measure is time reversal invariant. Its support is included in A, as a mixing of
A-supported measures.

3.2 Sets of irregular paths : first estimates

We first prove an estimate of the probability that a particle of a configuration following the (Eℓ,ηn )-
dynamics moves with high velocity.
For every ε > 0 and δ ∈]0, 1], let B̃(δ, ε) denote the paths for which a particle i has a δ-modulus
of continuity ∆ higher than ε, i.e.

B̃(δ, ε) = {X ∈ C([0, 1],A) : ∃i, ∆(Xi, δ) > ε} ,

where the δ-modulus of continuity of a path w on [0, 1] is defined as usual by

∆(w, δ) = sup
06s,t61
|t−s|6δ

|w(t) − w(s)|. (13)

Proposition 3.1 There exists C1 > 0 (depending only on d and the interaction ϕ) such that the
following upper bound holds : ∀ε > 0,∀δ ∈]0, 1],∀ℓ ∈ N∗,

sup
η∈A

Qℓ,ηz (B̃(δ, ε)) 6 z C1
ℓd

δ
exp

(
− ε

2

5δ

)
.

Proof of Proposition 3.1

We will need the following estimate on Brownian paths, which is a consequence of Doob’s inequal-
ity (The reader can find a detailed proof e.g. in the Appendix of [3]) :

Lemma 3.2 If W is a (one-dimensional) Brownian motion on (Ω,F , P ) then for every ε > 0
and every δ ∈]0, 1]

P (∆(W, δ)>ε) 6
41

δ
exp

(
− ε

2

5δ

)

We first compute an estimate of Qℓ,ηn (B̃(δ, ε)).

Let (Xℓ,η,n, Lℓ,η,n) denote the unique strong solution of (Eℓ,ηn ) starting from νℓ,ηn , and recall that

the distribution Qℓ,ηn of Xℓ,η,n is time reversible on [0, 1]. By construction the processes :

Wi(t) = Xℓ,η,n
i (t) −Xℓ,η,n

i (0) +
1

2

∫ t

0
∇iβ

ℓ,η
n (Xℓ,η,n(s))ds

−
∫ t

0

∑

j=1,...,n

(Xℓ,η,n
i (s) −Xℓ,η,n

j (s))dLℓ,η,nij (s), 16i6n, 06t61

and

Ŵi(t) = Xℓ,η,n
i (1 − t) −Xℓ,η,n

i (1) +
1

2

∫ 1

1−t
∇iβ

ℓ,η
n (Xℓ,η,n(s))ds

−
∫ 1

1−t

∑

j=1,...,n

(Xℓ,η,n
i (s) −Xℓ,η,n

j (s))dLℓ,η,nij (s), 16i6n, 06t61

9



are both n-dimensional Brownian motions starting from 0. Remarking that

∀t ∈ [0, 1] Xℓ,η,n(t) −Xℓ,η,n(0) =
1

2

(
W (t) + Ŵ (1 − t) − Ŵ (0)

)

and using the fact that the laws of Ŵ and W are identical, we obtain :

Qℓ,ηn (B̃(δ, ε))

=

∫

(Rd)n

P
(
∃i6n such that sup

|t−s|6δ
06s,t61

|Wi(t) −Wi(s) + Ŵi(1 − t) − Ŵi(1 − s)| > 2ε
)
dνℓ,ηn (x)

6 P
(
∃i6n such that sup

|t−s|6δ
|Wi(t) −Wi(s)| > ε or sup

|t−s|6δ
|Ŵi(t) − Ŵi(s)| > ε

)
νℓ,ηn ((Rd)n)

6 2P
(
∃i6n such that ∆(Wi, δ) > ε

)
νℓ,ηn ((Rd)n)

6 2 n P (∆(W1, δ) > ε) νℓ,ηn ((Rd)n)

We know from lemma 3.2 that

P (∆(W1, δ) > ε) 6
41

δ
exp

(
− ε

2

5δ

)
.

According to the definition (11) of βℓ,ηn and assumption (4) :

βℓ,ηn (x1, . . . , xn) = ψℓ,η(x1) +

n∑

j=2

ϕ(x1 − xj) +
∑

j:|ηj |>ℓ
ϕ(x1 − ηj) + βℓ,ηn−1(x2, . . . , xn)

> ψℓ,η(x1) − 2ϕ+ βℓ,ηn−1(x2, . . . , xn) (14)

which implies that

νℓ,ηn ((Rd)n) =

∫

(Rd)n

1IA(x1, . . . , xn) e
−βℓ,η

n (x1,...,xn) dx1 · · · dxn

6

∫

(Rd)n

1IA(x2, . . . , xn) e
−βℓ,η

n−1(x2,...,xn) e2ϕ e−ψ
ℓ,η(x1) dx1 · · · dxn

6 e2ϕ νl,ηn−1((R
d)n−1)

∫

Rd

e−ψ
ℓ,η(y) dy (15)

This leads to the estimate :

Qℓ,ηn (B̃(δ, ε)) 6 2 n νl,ηn−1((R
d)n−1)

41

δ
exp

(
− ε

2

5δ

)
e2ϕ

∫

Rd

e−ψ
ℓ,η

dy

After summation in n we obtain :

Qℓ,ηz (B̃(δ, ε)) =
e−z|B(0,ℓ)|

Zℓ,ηz

+∞∑

n=1

zn

n!
Qℓ,ηn (B̃(δ, ε))

6 82
e−z|B(0,ℓ)|

Zℓ,ηz
z

(
+∞∑

n=1

zn−1

(n− 1)!
νl,ηn−1((R

d)n−1)

)
e2ϕ

1

δ
exp

(
− ε

2

5δ

)∫

Rd

e−ψ
ℓ,η

dy

6 82 z e2ϕ
1

δ
exp

(
− ε

2

5δ

)∫

Rd

e−ψ
ℓ,η

dy .

Recalling that ψℓ,η only vanishes into the ball B(0, ℓ) and using inequality (9), we get :
∫

Rd

e−ψ
ℓ,η

dy =

∫

B(0,ℓ)
e−ψ

ℓ,η

dy +

∫
1Iψℓ,η>0e

−ψℓ,η

dy 6 ℓd |B(0, 1)| + 1

which leads to the desired result with C1 = 82(|B(0, 1)| + 1) e2ϕ. �
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In order to control the convergence of the finite-dimensional systems, we have to estimate the
set of particles which are touched by a fixed particle i. If the paths have a small oscillation, this
set will be finite because the particle i can not reach particles which are too far away. But we
also have to avoid the bump to ”propagate” along a large chain of neighbouring particles. We
first define patterns called (r + ε)-chain of particles, and then prove that they are rare enough,

in the sense that the probability under µℓ,ηz of configurations containing such a chain decreases
exponentially fast as a function of the length of the chain.

Definition 3.3 Let x ∈ A and ε > 0. Each subset {x1, · · · , xn} of distinct particles of x verifying

|x1 − x2|6r + ε, · · · , |xn−1 − xn|6r + ε

is called an (r + ε)-chain of n particles of x.

For M ∈ N∗ and ε > 0, let Ch(M, r + ε) denote the set of allowed configurations containing
an (r + ε)-chain of M particles, that is :

Ch(M, r + ε) =
{
x ∈ A, ∃{x1, · · · , xM} ⊂ x, |x1 − x2|6r + ε, · · · , |xM−1 − xM |6r + ε

}

Let us now define a set of irregular paths, in which a particle belongs at some time to a large
chain of interacting particles : for m,M ∈ N∗, ε > 0

˜̃B(m,M, ε) :=

{
X ∈ C([0, 1],A) :

∃k ∈ {0, . . . ,m− 1} such that X( km) contains
one (r + ε)-chain of M + 1 particles

}

=
{
X ∈ C([0, 1],A) : ∃k ∈ {0, . . . ,m− 1}, X(

k

m
) ∈ Ch(M + 1, r + ε)

}
.

Note that this set increases as a function of ε.
We now prove an upperbound for the Qℓ,ηz -Probability of ˜̃B(m,M, ε).

Proposition 3.4 There exists C2 > 0 (depending only on the radius of the balls, the dimension
d and the interaction ϕ) such that, for any m,M ∈ N∗ and 0 < ε < r :

sup
ℓ∈N∗

sup
η∈A

Qℓ,ηz

(
˜̃B(m,M, ε)

)
6 m (C2 z ε)

M .

As corollary, for ε small enough (depending on z), the left hand side decreases exponentially fast
as a function of M .

Proof of Proposition 3.4

Qℓ,ηz

(
˜̃B(m,M, ε)

)
= Qℓ,ηz

(
∃k ∈ {0, . . . ,m− 1}, X(

k

m
) ∈ Ch(M + 1, r + ε)

)
.

By stationarity of Qℓ,ηz , this probability is smaller than

6

m−1∑

k=0

µℓ,ηz (Ch(M + 1, r + ε)) = m µℓ,ηz (Ch(M + 1, r + ε)) .

We now estimate the µℓ,ηz -probability that such chains exist.

Each configuration in (Rd)n ∩Ch(M + 1, r+ ε) has exactly n!
(n−M−1)! representants in (Rd)n such

that (xn−M , . . . , xn) is a fixed M+1-uple verifying |xn−M−xn−M+1|6r+ε, · · · , |xn−1−xn|6r+ε.
In order to fix the representant of the configuration ((xn−M , . . . , xn) ∈ O), we demand that for
n−M6i6n, xi+1 is defined by |xi−xi+1| = min{|xi−xj |; i < j6n}. This fix the labelling of the
points in the chain, except for the (negligible) set of configurations containing two points which

11



are exactly at the same distance of a third one. Since βℓ,ηn (x1, . . . , xn) and 1IA(x1, . . . , xn) do not
change by permutation of the xi’s, this leads to :

νℓ,ηn (Ch(M + 1, r + ε))

=
n!

(n−M − 1)!

∫

(Rd)n

n−1∏

i=n−M
1I|xi−xi+1|6r+ε 1IO(xn−M , . . . , xn)

1IA(x1, . . . , xn) e
−βℓ,η

n (x1,...,xn)dx1 · · · dxn

We use inequality (14) to get :

βℓ,ηn (x1, . . . , xn)> − 2ϕ+ βℓ,ηn−1(x1, . . . , xn−1)

Remarking that
1IA(x1, . . . , xn) 6 1I|xn−xn−1|>r 1IA(x1, . . . , xn−1) ,

using again inequality (14) and integrating with respect to xn we obtain :

νℓ,ηn (Ch(M + 1, r + ε))

6 n
(n− 1)!

(n− 1 −M)!

∫

(Rd)n

n−2∏

i=n−M
1Ir6|xi−xi+1|6r+ε 1IO(xn−M , . . . , xn−1)

1IA(x1, . . . , xn−1) 1Ir6|xn−xn−1|6r+εe
2ϕ e−β

ℓ,η
n−1(x1,...,xn−1) dx1 · · · dxn

6 n e2ϕ((r + ε)d − rd)|B(0, 1)|νℓ,ηn−1(Ch(M, r + ε)) .

By definition of µℓ,ηz (see (12)) we have

µℓ,ηz (Ch(M + 1, r + ε)) =
e−z|B(0,ℓ)|

Zℓ,ηz

+∞∑

n=0

zn

n!
νℓ,ηn (Ch(M + 1, r + ε))

=
e−z|B(0,ℓ)|

Zℓ,ηz

∑

n>M+1

zn

n!
νℓ,ηn (Ch(M + 1, r + ε)) (16)

Using this, the above inequality and iterating the result on M , we obtain :

µℓ,ηz (Ch(M + 1, r + ε))

6 e2ϕ ((r + ε)d − rd) |B(0, 1)| e
−z|B(0,ℓ)|

Zℓ,ηz
z
∑

n>M+1

zn−1

(n− 1)!
νℓ,ηn−1(Ch(M, r + ε)

6 z e2ϕ ((r + ε)d − rd) |B(0, 1)| µℓ,ηz (Ch(M, r + ε))

6

(
z e2ϕ ((r + ε)d − rd)|B(0, 1)|

)M
µℓ,ηz (Ch(1, r + ε))

6

(
z e2ϕ ((r + ε)d − rd)|B(0, 1)|

)M
.

By the binomial formula, for ε < r we have :

(r + ε)d = rd +
d∑

k=1

(
d

k

)
εk rd−k 6 rd + ε 2d rd−1

and then

µℓ,ηz (Ch(M + 1, r + ε)) 6

(
e2ϕ 2d rd−1 |B(0, 1)| z ε

)M
.

The proof is completed if we take C2 = e2ϕ 2d rd−1 |B(0, 1)|. �
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3.3 Convergence of the approximations on the set Ωx

Through this whole section, x denotes a fixed element of A. The aim of this section is to prove
the convergence of the sequence (Xℓ,x)ℓ to a limit process X∞,x.

As usual for stochastic equations, we study the dynamics only for ω’s in a well choosen subset
Ωx ⊂ Ω. We will prove in the next section that this subset has Probability measure one.
We first choose a parameter κ such that 0 < κ < b

2(b+1) and define an increasing volume sequence

(ℓ(m))m by

ℓ(m) := exp(
1

6(d+ 1)
m1−2κ), m ∈ N

∗. (17)

The explanations about the choice of ℓ(m) will be done after equation (33). From (26) we deduce
the right choice of the parameter κ and from (35) we see how to choose the length M of allowed
chains. From now on, we fix them. For M > 2

κ , let us now define the set Ωx as follows :

Ωx = Ω̃x ∩ ˜̃Ωx ∩ ΩW
x

where

Ω̃x = lim inf
m→+∞

ℓ(m+1)⋂

ℓ=ℓ(m)

{
ω ∈ Ω : Xℓ,x(ω) 6∈ B̃(

1

m
,

1

mκ
)

}

˜̃Ωx = lim inf
m→+∞

{
ω ∈ Ω : Xℓ(m),x(ω) 6∈ ˜̃B(m,M,

4

mκ
)

}

ΩW
x = lim inf

m→+∞

⋂

{i:|xi|<ℓ(m+1)}

{
ω ∈ Ω : ∀n>m ∆(Wi(ω),

1

n
)6

1

nκ

}
.

Indeed

Ωx =

{
ω ∈ Ω : ∃m0 ∈ N, ∀m>m0

∀ℓ ∈ {ℓ(m), . . . , ℓ(m+ 1)} Xℓ,x(ω, ·) 6∈ B̃(
1

m
,

1

mκ
)

and Xℓ(m),x(ω, ·) 6∈ ˜̃B
(
m,M,

4

mκ

)

and ∀i for which |xi| < ℓ(m+ 1) ∀n>m ∆(Wi(ω, ·),
1

n
)6

1

nκ

}
(18)

Proposition 3.5 For every x = (xi, i ∈ I) ∈ A, every ω in Ωx and every i ∈ I, the sequence of

paths (Xℓ,x
i (ω, t), Lℓ,xij (ω, t), j ∈ I, t ∈ [0, 1])ℓ∈N∗ ∈ C([0, 1],Rd × RI

+) converges in the sense of the
uniform convergence to a limit denoted by (X∞,x

i (ω, t), L∞,x
ij (ω, t), j ∈ I, t ∈ [0, 1]).

In order to prove the convergence of the sequence (Xℓ,x
i )ℓ, we are looking for an upper bound

for |Xℓ,x
i −Xℓ′,x

i | when i belongs to some subset of indices. To this aim we need general estimates
to compare the solutions of two different Skorohod equations.

For α = 1, 2, a finite set of indices J(α), an initial condition x(α) = (x
(α)
i )i∈N in A and a family

of continuous paths w ∈ C0(R
+,M), let us denote by (ξ(α)(t), ρ(α)(t))06t61 the unique A-valued

process solution of the following Skorohod equation

ξi(t) = x
(α)
i + wi(t) +

∫ t

0
b
(α)
i (ξ(s))ds+

∑

j∈J(α)

∫ t

0
(ξi(s) − ξj(s))dρ

(α)
ij (s), i ∈ J(α). (19)

This process is reflected on the boundary of the domain D♯J(α) (Dn was defined in (10)).

13



The local time processes ρ(α) = (ρ
(α)
ij )i,j∈J(α) satisfy as usually ρ

(α)
ij (0) = 0, ρ

(α)
ij ≡ ρ

(α)
ji and

ρ
(α)
ij (t) =

∫ t
0 1I|ξi(s)−ξj(s)|=rdρ

(α)
ij (s). The drift function on (Rd)J(α) is given here by :

b
(α)
i (ξ) = −1

2

∑

j∈J(α)

∇ϕ(ξi − ξj) + c
(α)
i (ξ), i ∈ J(α),

where c(α) = (c
(α)
i )i∈J(α) is an (Rd)J(α)-valued Lipschitz continuous function.

Lemma 3.6 Assume that there exists M,m ∈ N∗, R0>R
′ > 0 verifying mR′6R0 and ε0>0,

ε1 > 0 verifying ε0 + ε16
r

2M such that :

(i) ξ(1), ξ(2) /∈ B̃(
1

m
, ε1) and ξ(1) /∈ ˜̃B(m,M, 2(ε0 + ε1))

and for all indices i :

(ii) |x(1)
i | < R0 or |x(2)

i | < R0 ⇒ |x(1)
i − x

(2)
i |6ε0 and i ∈ J(1) ∩ J(2)

(iii) for α = 1, 2, |x(α)
i | < R0 −R⇒ ∀t ∈ [0, 1] |c(α)

i (ξ
(α)
i (t))|6g(R), where R := R′ −Mr

(iv) ∀n>m ∆(wi,
1

n
)6

1

nκ

Then, there exists real numbers C3, C4 > 0 such that, for all i’s for which |x(1)
i |6R0 −mR′

∀t ∈ [0,
1

m
], |ξ(1)i (t) − ξ

(2)
i (t)| 6 C3 ε0 + C4(

1

m!
+ g(R)). (20)

In the proof of Lemma 3.6, we will use the notation

‖w‖t = sup

(
n∑

k=1

|w(tk) − w(tk−1)| : 0 = t0 < t1 < t2 < · · · < tn = t

)

for the total variation of the path w on the time interval [0, t].

Proof of Lemma 3.6
Due to (i) we note that, for any i, ∆(ξ

(1)
i , 1

m)6ε1. Moreover x(1) does not contain any (r + ε2)-
chain involving more than M particles, where ε2 := 2(ε0 + ε1) .
Remark that, for x ∈ A, the relation ”xi is connected to xj by some r̃-chain” (or ”there is a
r̃-chain in x containing xi and xj” ) is an equivalence relation between the particles of x.
Let i0 be some fixed index such that |xi0 | < R0 −R′ and let J(i0) be the set of indices defined by

J(i0) := {i ∈ N : x
(1)
i is connected to x

(1)
i0

by some (r + ε2)-chain in x(1)}.

By construction J(i0) is finite and since ε26
r
M we have

♯J(i0)6(1 + ε2/r)
dMd

6(1 +M)d.

We now enlarge J(i0) by introducing the index set

JR(i0) := {i ∈ N : ∃j ∈ J(i0), |x(1)
i − x

(1)
j | < R+ ε2}.

It is clear that for j ∈ J(i0), |x(1)
j −x(1)

i0
|6(M−1)(r+ε2). Then, if i ∈ JR(i0), using ε26

r
M we have

|x(1)
i0

− x
(1)
i | < R+ ε2 + (M − 1)(r + ε2) = R′ +Mε2 − r 6 R′.
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Therefore :

J(i0) ⊂ JR(i0) ⊂ {i ∈ N : |x(1)
i0

− x
(1)
i | < R′} =: J1. (21)

By definition of J(i0)

i ∈ J(i0), j /∈ J(i0) =⇒ |x(1)
i − x

(1)
j | > r + ε2 and |x(2)

i − x
(2)
j | > r + ε2 − 2ε0

and thus since ξ(2)(·) /∈ B̃( 1
m , ε1)

i ∈ J(i0), j /∈ J(i0) =⇒ ∀t ∈ [0,
1

m
]
|ξ(1)i (t) − ξ

(1)
j (t)| > r + ε2 − 2ε1>r and

|ξ(2)i (t) − ξ
(2)
j (t)| > r + ε2 − 2ε0 − 2ε1 = r.

Then for α = 1, 2 during the time interval [0, 1
m ], a particle ξ

(α)
i with index i ∈ J(i0) does not

touch any particle with index in J(i0)
c. So most of the local times in the Skorohod equation

disappear and, for t ∈ [0, 1
m ] and i ∈ J(i0),

ξ
(α)
i (t) = x

(α)
i +W

(α)
i (t) +

∑

j∈J(i0)

∫ t

0
(ξ

(α)
i (s) − ξ

(α)
j (s))dρ

(α)
ij (s),

where

W
(α)
i (t) = wi(t) −

1

2

∑

j∈J(α)

∫ t

0
∇ϕ(ξ

(α)
i (s) − ξ

(α)
j (s))ds+

∫ t

0
c
(α)
i (ξ(α)(s))ds.

For x ∈ A and for any J ⊂ N, we denote by xJ = (xi, i ∈ J) ∈ (Rd)J the projection of x on (Rd)J

and by |x|J = maxi∈J |xi| its supremum norm.

Each process (ξ
(α)
J(i0)(t))t≤1/m is solution of a Skorohod equation in (Rd)♯J(i0). Using the bound

♯J(i0) ≤ (M + 1)d, we embed (Rd)♯J(i0) in (Rd)(M+1)d
and consider ξ

(α)
J(i0) as a process with values

in (Rd)(M+1)d
(and state ξ

(α)
i ≡ 0 for i /∈ J(i0)). This process can be viewed as a solution of a

Skorohod equation with values in (Rd)N where N = (M + 1)d particles, for w = (W
(α)
i , 16i6N)

with W
(α)
i ≡ 0 for i /∈ J(i0) and reflected on the boundary of D♯J(i0)× (Rd)N−♯J(i0), see Appendix.

Note that

∀h > 0, ∆(W
(α)
i , h)6∆(wi, h)) +

∇ϕ
2
h+ g(R)h for indices i for which |x(α)

i | < R0 −R;

thus, by (iv),

∀n>m ∆(W
(α)
i ,

1

n
)6

1

nκ
+

∇ϕ
2n

+
g(R)

n

which tends uniformly in R > 0 and i ∈ J(i0) to 0 when n tends to infinity.
So we can apply the result of Lemma 5.2 in the Appendix to the set of paths

{
w ∈ C0([0, 1], (Rd)N ) : for n large enough ∆(w,

1

n
)6

1

nκ
+

∇ϕ
2n

+
g(R)

n

}
.

There exists a constant C5 (depending only on d,N and ♯J(i0)) such that

‖(
∑

j∈J(i0)

∫ t

0
(ξ

(α)
i (s) − ξ

(α)
j (s))dρ

(α)
ij (s))i∈J(i0)‖ 1

m
6 C5.
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From now on, C6, C7, . . . denote non negative real numbers which depend only on d, ϕ and M .
We now apply Lemma 5.1 of the Appendix and obtain for t ∈ [0, 1

m ]

|ξ(1)i (t) − ξ
(2)
i (t)| 6|ξ(1)

J(i0)(t) − ξ
(2)
J(i0)(t)|

6
(
|x(1)

J(i0) − x
(2)
J(i0)| + ‖W (1)

J(i0) −W
(2)
J(i0)‖t

)
exp

(
2C5C(D♯J(i0))

)

6
C6

N

(
|x(1)

J(i0) − x
(2)
J(i0)| + ‖W (1)

J(i0) −W
(2)
J(i0)‖t

)
,

where C6 := N exp(2C5C(D♯J(i0))).

By (i) and (ii) we have |ξ(1)i (t)− ξ
(2)
i (t)|6ε0 + 2ε1 for all the i’s such that |x(1)

i − x
(1)
i0

|6R′. Thus
using assumptions (3) and (2), we obtain

‖W (1)
J(i0) −W

(2)
J(i0)‖t

6
1

2

∑

i∈J(i0)

∑

j∈JR(i0)

∫ t

0
|∇ϕ(ξ

(1)
i (s) − ξ

(1)
j (s)) −∇ϕ(ξ

(2)
i (s) − ξ

(2)
j (s))|ds

+
1

2

∑

i∈J(i0)

∑

j /∈JR(i0)

∫ t

0

(
|∇ϕ(ξ

(1)
i (s) − ξ

(1)
j (s))| + |∇ϕ(ξ

(2)
i (s) − ξ

(2)
j (s))|

)
ds

+
∑

i∈J(i0)

∫ t

0

(
|c(1)i (ξ(1)(s))| + |c(2)i (ξ(2)(s))|

)
ds

6
∇ϕ
2

∑

i∈J(i0)

∫ t

0
max

j∈JR(i0)
|ξ(1)
i (s) − ξ

(1)
j (s) − ξ

(2)
i (s) + ξ

(2)
j (s)|ds+ Ng(R)t+ 2 ×Ng(R)t

6 N∇ϕ
∫ t

0
|ξ(1)(s) − ξ(2)(s))|JR(i0)ds+ 3Ng(R)t.

Then we have, for t ∈ [0, 1
m ],

|ξ(1)i0
(t) − ξ

(2)
i0

(t)|6C6|x(1) − x(2)|J(i0) + ∇ϕC6

∫ t

0
|ξ(1)(s) − ξ(2)(s)|JR(i0)ds+ 3C6g(R)t. (22)

From (21) we see that if |x(1)
i0

| < R0 − 2R′ and i ∈ JR(i0), then |x(1)
i | < R0 − R′ and so we can

apply the above computation to the ith particle too : for t ∈ [0, 1
m ],

|ξ(1)i (t) − ξ
(2)
i (t)|

6 C6|x(1) − x(2)|J(i) + ∇ϕC6

∫ t

0
|ξ(1)(s) − ξ(2)(s)|JR(i)ds+ 3C6g(R)t.

Since JR(i) ⊂ J2 := {j ∈ N : |x(1)
i0

− x
(1)
j | < 2R′}, from (21) and (22) we have for each t ∈ [0, 1

m ] :

|ξ(1)i0
(t) − ξ

(2)
i0

(t)| 6 C6|x(1) − x(2)|J2

+ ∇ϕC6

∫ t

0

(
C6|x(1) − x(2)|J2

+ ∇ϕC6

∫ s

0
|ξ(1)(u) − ξ(2)(u)|J2

du+ 3C6g(R)s
)
ds

+ 3C6g(R)t

6 C6(1 + ∇ϕC6t)|x(1) − x(2)|J2
+ (∇ϕC6)

2

∫ t

0

∫ s

0
|ξ(1)(u) − ξ(2)(u)|J2

du ds

+ 3C6g(R)(t+ ∇ϕC6
t2

2
).
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Repeating this procedure and defining the set of indices Jk := {j ∈ N : |x(1)
i0

− x
(1)
j | < kR′}, we

obtain for the indices i0 for which |x(1)
i0

| < R0 − kR′ :

|ξ(1)i0
(t) − ξ

(2)
i0

(t)|6 C6 exp(∇ϕC6t)|x(1) − x(2)|Jk

+ (∇ϕC6)
k

∫ t

0

∫ t1

0
· · ·
∫ tk−1

0
|ξ(1)(tk) − ξ(2)(tk)|Jk

dtk · · · dt2 dt1
+ 3C6g(R)t exp(∇ϕC6t).

Once more, by (i) and (ii) we have |ξ(1)(tk) − ξ(2)(tk)|Jk
6ε0 + 2ε1. After the mth iteration, we

obtain for all indices i for which |x(1)
i |6R0 −mR′ and for all t ∈ [0, 1

m ],

|ξ(1)i (t) − ξ
(2)
i (t)| 6 ε0

(
C6e

∇ϕC6/m +
(∇ϕC6)

m

mmm!

)
+ 2ε1

(∇ϕC6)
m

mmm!
+

3C6

m
g(R) exp(

∇ϕC6

m
)

which is exactly the desired result (20) provided we define

C3 := sup
m

(
C6e

∇ϕC6/m +
(∇ϕC6)

m

mmm!

)
and C4 := max

(
r

M
sup
m

(∇ϕC6)
m

mm
, sup
m

3C6

m
exp(

∇ϕC6

m
)

)
.

�

We are now able to prove the convergence of the approximating processes (Xℓ,x
i (ω, t), Lℓ,xij (ω, t), j ∈

I, t ∈ [0, 1])ℓ∈N∗ , as stated in proposition 3.5.

Proof of Proposition 3.5
Remark first that for a finite range interaction ϕ, we could construct in [2] and [3] a sequence of
approximations which is stationary for ℓ large enough and thus converges in the strongest way
possible. This technique is no more valid for infinite range interactions ϕ. We will show in which
follows that the sequence (Xℓ,x

i (ω))ℓ is a Cauchy sequence.
We fix m large enough and apply several times Lemma 3.6 to compare on the full time interval

[0, 1] the paths ξ
(1)
i := X

ℓ(m),x
i (ω) and ξ

(2)
i := Xℓ,x

i (ω) for ℓ > ℓ(m). All parameters will depend on
m: the allowed ε1-oscillations with ε1 := 1/mκ and the domain in which the concerned particles
start their motion depends on some radius R(m) (increasing function of m which will be fixed
later).

We also decompose the second infinite sum in the drift of X
ℓ(m),x
i (ω) (resp. Xℓ,x

i (ω)) in a finite
sum over J(1) := {i ∈ N : |xi| < ℓ(m)} (resp. over J(2) := {i ∈ N : |xi| < ℓ}), in such a way
that the rests are given by

c
(1)
i (γ) = −1

2

∑

j:|xj |>ℓ(m)

∇ϕ(γi − xj) −
1

2
∇ψℓ(m),x(γi),

c
(2)
i (γ) = −1

2

∑

j:|xj |>ℓ
∇ϕ(γi − xj) −

1

2
∇ψℓ,x(γi).

For m large enough and initial positions xi small enough (see (23) for a precise relation),

ψℓ(m),x(X
ℓ(m),x
i (ω, t)) = 0 and ψℓ,x(Xℓ,x

i (ω, t)) = 0 at any time t ∈ [0, 1] since X
ℓ(m),x
i (ω) and

Xℓ,x
i (ω) are nice paths which stay confined not too far from their initial positions. More precisely,

we choose the radius R(m) in such a way that

m2R′(m) +m
1

mκ
+R(m) ≤ ℓ(m) < ℓ with R′(m) = R(m) +Mr. (23)

The last inequality is in particular satisfied for R(m) = ℓ(m)/2m2, which is from now on fixed
equal to this sequence.
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Then, since Xℓ(m),x(ω) /∈ B̃( 1
m ,

1
mκ ) we have for indices i for which |xi| < m2R′(m), and for all

t ∈ [0, 1] |Xℓ(m),x
i (ω, t)|6m2R′(m) + m

mκ ; thus ∇ψℓ(m),x(X
ℓ(m),x
i (ω, t)) = 0. The same result holds

for Xℓ,x
i .

Thus, for each t ∈ [0, 1] and each i for which |xi| < m2R′(m) we have

|c(1)i (X
ℓ(m),x
i (ω, t))|6g(R(m)) and |c(2)i (Xℓ,x

i (ω, t))|6g(R(m)).

Note that since ω ∈ Ωx, ξ(1) = Xℓ(m),x(ω) /∈ B̃( 1
m ,

1
mκ ) ∪ ˜̃B(m,M, 4

mκ ). Also note that for

ℓ(m) < ℓ ≤ ℓ(m+ 1), ξ(2) = Xℓ,x(ω) /∈ B̃( 1
m ,

1
mκ ) by definition of Ωx.

For t ∈ [0, 1
m ], we first apply Lemma 3.6 with x(1) = x(2) := x, ε0 = 0, R0 = 2m2R′(m).

Assumption (i) is satisfied as soon as ε1 = 1
mκ <

r
2M which is true for m large enough. Then, for

all indices i for which |xi| < (2m2 −m)R′(m), by (20)

∀t ∈ [0,
1

m
], |Xℓ(m),x

i (ω, t) −Xℓ,x
i (ω, t)|6ε(m)

where the sequence ε(m) := C4

(
1
m! + g(R(m))

)
converges to 0.

For t ∈ [ 1
m ,

2
m ], we apply Lemma 3.6 a second time with x(1) := Xℓ(m),x(ω, 1

m), x(2) := Xℓ,x(ω, 1
m),

ε0 = ε(m) and R0 = (2m2 −m)R′(m).

Note again that ξ
(1)
i = X

ℓ(m),x
i (ω) /∈ B̃( 1

m ,
1
mκ )∪ ˜̃B

(
m,M, 2( 1

mκ + ε(m))
)

because ε(m)62m−κ for
m large enough. We get, for all indices i for which |xi| < (2m2 − 2m)R′(m)

∀t ∈ [
1

m
,

2

m
], |Xℓ(m),x

i (ω, t) −Xℓ,x
i (ω, t)| 6 ε(m)(C3 + 1).

Repeating m times this procedure, for the last iteration with ε0 = ε(m)((C3)
m−2 + · · · + C3 + 1)

(which is bounded by 2m−κ for m large enough), we have for all indices i for which |xi| <
(2m2 −m2)R′(m) = m2R′(m),

∀t ∈ [0, 1], |Xℓ(m),x
i (ω, t) −Xℓ,x

i (ω, t)| 6 ε(m)
m−1∑

k=0

(C3)
k

6 C7

( 1

m!
+ g(R(m))

)
(C3)

m.

Hence, for any m large enough and |xi| < m2R′(m) = ℓ(m)/2 (that is for any i), the sequence

(Xℓ,x
i (.))ℓ is a Cauchy sequence for the uniform norm on [0, 1] as soon as the following series

converges :

∑

m

sup
t∈[0,1]

|Xℓ(m),x
i (ω, t) −X

ℓ(m+1),x
i (ω, t)| 6 C7

∑

m

( 1

m!
+ g(R(m))

)
(C3)

m

6 C7

∑

m

(C3)
m

m!
+ C7

∑

m

g
(ℓ(m)

2m2

)
(C3)

m (24)

It suffices to control the growth of the second series in the right hand side of (24). This convergence
condition determines the class of pair interaction ϕ we may consider between the particles. Indeed,
the function ∇ϕ should decrease fast enough at infinity, in such a way that the function g(ρ),
introduced as an upperbound of ρ 7→ supξ∈A

∑
{j:|ξj |>ρ} |∇ϕ(ξj)|, satisfies

∑

m

(C3)
mg
( 1

2m2
exp(

1

6(d+ 1)
m1−2κ)

)
< + ∞. (25)
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The quasi polynomial decay of g proposed in assumption (3) is almost optimal. For such functions
g, there exists real numbers C,C ′ such that for large m

g
( 1

2m2
exp(

1

6(d+ 1)
m1−2κ)

)
6 C exp(−C ′m(1−2κ)(1+b))

for any b > 0 as soon as

0 < κ <
b

2(1 + b)
. (26)

Furthermore, the convergence of the series (25) is very fast :

∃C8 > 0, ∀m0 ∈ N
∗ ∑

m>m0

(C3)
mg
( 1

2m2
ℓ(m)

)
6

C8

m0!
(27)

Note that C8 may be chosen such that
∑

m>m0
(C3)

m/m! 6 C8

m0! too. Thus, (Xℓ,x
i (.))ℓ is a Cauchy

sequence satisfying

∑

m>m0

sup
t∈[0,1]

|Xℓ(m),x
i (ω, t) −X

ℓ(m+1),x
i (ω, t)| 6

2C8

m0!
.

It then converges uniformly in time towards a continuous path denoted by X∞,x
i (ω). Moreover,

for m large enough and ℓ > ℓ(m),

sup
t∈[0,1]

|Xℓ,x
i (ω, t) −X∞,x

i (ω, t)| < 2C8

m!
. (28)

We still have to prove the convergence of the local times.
By the same argument as in the proof of Lemma 3.6, there exists for any i0 ∈ N, for ℓ sufficiently
large and for k = 0, 1, . . . ,m a finite subset of indices Jℓ( km , i0) containing i0 such that for each

i ∈ Jℓ( km , i0) and j /∈ Jℓ( km , i0)

|Xℓ,x
i (ω, t) −Xℓ,x

j (ω, t)| > r +m−κ, ∀t ∈ [
k

m
,
k + 1

m
].

Due to the strong convergence estimates (28), for sufficiently large ℓ, we can chose the sets Jℓ( km , i0)

to be independent of ℓ and denote it by J( km , i0), k = 0, 1, . . . ,m. Then we have for i ∈ J( km , i0)

Xℓ,x
i (ω, t) = Xℓ,x

i (ω,
k

m
) +Wi(ω, t) −Wi(ω,

k

m
) − 1

2

∑

j

∫ t

k
m

∇ϕ(Xℓ,x
i (ω, s) −Xℓ,x

j (ω, s))ds

+
∑

j∈J( k
m
,i0)

∫ t

k
m

Xℓ,x
i (ω, s) −Xℓ,x

j (ω, s))dLℓ,xij (ω, s), ∀t ∈ [
k

m
,
k + 1

m
].

Let us denote by ρℓ,xi (ω, t) the last term in the above decomposition of Xℓ,x
i (ω, t), that is its local

time. From the Cauchy property of the sequence (Xℓ,x
i )ℓ, we deduce that (ρℓ,xi )ℓ is a Cauchy

19



sequence too : for m large enough and ℓ(m)6ℓ < ℓ(m+ 1), for i ∈ J( km , i0)

|ρℓ,xi (t) − ρℓ+1,x
i (t)| 6|Xℓ,x

i (t) −Xℓ+1,x
i (t)| + |Xℓ,x

i (
k

m
) −Xℓ+1,x

i (
k

m
)|

+
1

2

∑

j

∫ t

k
m

|∇ϕ(Xℓ,x
i (s) −Xℓ,x

j (s)) −∇ϕ(Xℓ+1,x
i (s) −Xℓ+1,x

j (s))|ds

64
C8

m!
+

∇ϕ
2

sup
s∈[ k

m
,t]

(|Xℓ,x
i (s) −Xℓ+1,x

i (s)| + max
j:|xj |≤m2R′(m)

|Xℓ,x
j (s) −Xℓ+1,x

j (s)|)

+
1

2m

∑

j:|xj |>m2R′(m)

sup
s∈[ k

m
,t]

(|∇ϕ(Xℓ,x
i (s) −Xℓ,x

j (s))| + |∇ϕ(Xℓ+1,x
i (s) −Xℓ+1,x

j (s))|)

6
C9

m!
+

1

m
g(R(m))

≤ C10

m!
, ∀t ∈ [

k

m
,
k + 1

m
].

Then, for indices i for which |xi|6m2R′(m), (ρℓ,xi (.))ℓ converges uniformly in time to a process
(with bounded variation) ρ∞,x

i (.). Similarly we can prove that the total variation on [0, 1] of

ρℓ,xi converges to the total variation of ρ∞,x
i . The proof of Proposition 3.5 is now completed.

�

3.4 The set Ωx is of full measure

We show in this section why the set Ωx is of full measure with respect to the Gibbs measures.

Proposition 3.7 For any Gibbs measure µ ∈ G(z), z > 0, one has

∫

M
P (Ωx) dµ(x) = 1.

As a corollary, any Gibbs measure µ ∈ G(z) has its support included in A := {x ∈ A, P (Ωx) = 1}.

Proof of Proposition 3.7

We have to prove that

∫

A
P (Ω r Ωx) dµ(x) = 0

By definition of Ωx (see (18)),

P (Ω r Ωx) 6 P (Ω r Ω̃x) + P (Ω r
˜̃Ωx) + P (Ω r ΩW

x )

Thanks to Borel-Cantelli lemma,
∫
A P (Ω r Ωx) dµ(x) vanishes as soon as the series

∑
m

∫

A

(
P
(
Xℓ(m),x ∈ ˜̃B

(
m,M,

4

mκ

))
+

ℓ(m+1)∑

ℓ=ℓ(m)

P
(
Xℓ,x ∈ B̃(

1

m
,

1

mκ
)
)

+
∑

i:|xi|<ℓ(m+1)

P
(
∃n ≥ m : ∆(Wi,

1

n
) >

1

nκ

))
dµ(x)

converges. We first control the series

∑

m

∫

A

∑

i:|xi|<ℓ(m+1)

P

(
∃n ≥ m : ∆(Wi,

1

n
) >

1

nκ

)
dµ(x) .

This is bounded above by

6
∑

m

ℓ(m+ 1)d

(r/2)d

∑

n≥m
P

(
∆(W1,

1

n
) >

1

nκ

)
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Exchanging the sums and using the oscillation estimate for the Brownian motion (Proposition
3.2) we get

6 41
∑

n

n∑

m=1

ℓ(m+ 1)d

(r/2)d
n exp(−1

5
n1−2κ)

6
41

(r/2)d

∑

n

n2 ℓ(n+ 1)d exp(−1

5
n1−2κ). (29)

Replacing the sequence (ℓ(m))m by its value done in (17), and remarking that κ < 1/2, it is clear
that the above series (29) converges.
We now study the convergence of

∑

m

∫

A

(
P
(
Xℓ(m),x ∈ ˜̃B

(
m,M,

4

mκ

))
+

ℓ(m+1)∑

ℓ=ℓ(m)

P
(
Xℓ,x ∈ B̃

( 1

m
,

1

mκ

)))
dµ(x). (30)

We shall show a small later (step 1) that for each ℓ ∈ N∗ and for Λ = B(0, ℓ), the following
inequalities hold :

∣∣∣∣
∫

A
P (Xℓ,x ∈ Θ) dµ(x) −

∫

A
Qℓ,ηz (Θ) dµ(η)

∣∣∣∣

6

∫

A
sup
‖f‖61

∣∣∣∣
∫

A
f(x) dµ(x|ηΛc) −

∫

A
f(x) dµℓ,ηz (x)

∣∣∣∣ dµ(η)

and ∀η ∈ A sup
‖f‖61

∣∣∣∣
∫

A
f(x) dµ(x|ηΛc) −

∫

A
f(x) dµℓ,ηz (x)

∣∣∣∣ 6 2
(
1 − ZΛ,η

z

Zℓ,ηz

)
(31)

and (step 2) that

∀η ∈ A 0 6 1 − ZΛ,η
z

Zℓ,ηz
6 z e2ϕ

∫

Rd

1Iψℓ,η(y)>0 exp(−ψℓ,η(y)) dy (32)

If inequality (32) holds, due to assumption (9) on ψℓ,η one gets

+∞∑

ℓ=1

∫

A

(
1 − ZΛ,η

z

Zℓ,ηz

)
dµ(η) < +∞.

Now for each m , we use (31) twice with Θ = ˜̃B
(
m,M, 4

mκ

)
and with Θ = B̃

(
1
m ,

1
mκ

)
.

Thanks to (31) and (32), in order to prove the convergence of the series (30), we only have to
prove that

∑

m

∫

A

(
Qℓ(m),η
z

(
˜̃B
(
m,M,

4

mκ

))
+

ℓ(m+1)∑

ℓ=ℓ(m)

Qℓ,ηz

(
B̃
( 1

m
,

1

mκ

)))
dµ(η) < +∞

By propositions 3.4 and 3.1, the left hand side is smaller than

∑

m

m
(
z C2

4

mκ

)M
+ z C1

∑

m

(
ℓ(m+ 1) − ℓ(m) + 1

)
ℓ(m+ 1)d m exp

(
− m1−2κ

5

)
.

It is then enough to prove that both series converge:

∑

m

ℓ(m+ 1)d+1 m exp
(
− m1−2κ

5

)
< +∞ (33)
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and
∑

m

1

mMκ−1
< +∞. (34)

In (24), we saw that it is convenient to choose the volume sequence (ℓ(m))m as large as possible to
be able to treat interactions ϕ with slow decay. The choice ℓ(m) := exp( 1

6(d+1)m
1−2κ) is (almost)

the largest possible in order to obtain (33) (and also the convergence of (29)).

On the other hand, in order that (34) holds, we get the following (sufficient) condition on the
length sequence of the chains :

M >
2

κ
. (35)

It remains to prove (31) and (32).

Step 1 : Proof of (31)

Let us fix ℓ ∈ N∗ and Λ = B(0, ℓ). For each event Θ on C([0, 1],A), by definition of Qℓ,ηz ,
∫

A
P (Xℓ,x ∈ Θ) dµ(x) −

∫

A
Qℓ,ηz (Θ) dµ(η)

6

∫

A

∫

A
P (Xℓ,xηΛc ∈ Θ) dµ(x|ηΛc) dµ(η) −

∫

A

∫

A
P (Xℓ,η,♯x(x, ·) ∈ Θ) dµℓ,ηz (x) dµ(η)

If xη ∈ A then P (Xℓ,η,♯x(x, ·) ∈ Θ) = P (Xℓ,xηΛc ∈ Θ) i.e. the integrated functions are equal, and
since they are bounded by 1, we obtain :
∣∣∣∣
∫

A
P (Xℓ,x ∈ Θ)dµ(x) −

∫

A
Qℓ,ηz (Θ)dµ(η)

∣∣∣∣ 6

∫

A
sup
‖f‖61

∣∣∣∣
∫

A
f(x) dµ(x|ηΛc) −

∫

A
f(x) dµℓ,ηz (x)

∣∣∣∣ dµ(η)

Since µ ∈ G(z), using the conditional density of µ with respect to πz and the definition of µℓ,ηz ,
one has for each f : A → R bounded by 1 :
∣∣∣∣
∫

A
f(x) dµ(x|ηΛc) −

∫

A
f(x) dµℓ,ηz (x)

∣∣∣∣

=

∣∣∣∣∣
e−z|Λ|

ZΛ,η
z

(
f(ηΛc) +

+∞∑

n=1

zn

n!

∫

Λn

f(yηΛc) 1IA(yηΛc) exp
(
−

∑

16i<j6n

ϕ(yi − yj) −
∑

16i6n
ηj∈Λc

ϕ(yi − ηj)
)
dy

)

−e
−z|B(0,ℓ)|

Zℓ,ηz

(
f(ηΛc) +

+∞∑

n=1

zn

n!

∫

(Rd)n

f(yηΛc) e−β
ℓ,η
n (y) 1IA(y) dy

)∣∣∣∣∣

Note that βℓ,ηn (y) =
∑

16i<j6n

ϕ(yi−yj)+
∑

16i6n
ηj∈Λc

ϕ(yi−ηj) for the y ∈ Λn verifying yηΛc ∈ A, because

ψℓ,η(yi) = 0 for each i in this case. Thus the above quantity is equal to
∣∣∣∣∣f(ηΛc)

(
e−z|Λ|

ZΛ,η
z

− e−z|B(0,ℓ)|

Zℓ,ηz

)
+

+∞∑

n=1

zn

n!

(
e−z|Λ|

ZΛ,η
z

− e−z|B(0,ℓ)|

Zℓ,ηz

)∫

Λn

f(yηΛc) 1IA(yηΛc) e−β
ℓ,η
n (y) dy

−e
−z|B(0,ℓ)|

Zℓ,ηz

+∞∑

n=1

zn

n!

∫

(Rd)n

f(yηΛc) e−β
ℓ,η
n (y) (1IA(y) − 1IA(yηΛc) 1IΛn(y)) dy

∣∣∣∣∣

Since e−z|Λ| = e−z|B(0,ℓ)|, it holds

ZΛ,η
z = e−z|Λ|

(
1 +

+∞∑

n=1

zn

n!

∫

Λn

1IA(yηΛc) e−β
ℓ,η
n (y) dy

)

6 e−z|B(0,ℓ)|
(

1 +
+∞∑

n=1

zn

n!

∫

(Rd)n

1IA(y) e−β
ℓ,η
n (y) dy

)
= Zℓ,ηz .
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Since f is bounded by 1, we then obtain :

∣∣∣∣
∫

A
f(x) dµ(x|ηΛc) −

∫

A
f(x) dµℓ,ηz (x)

∣∣∣∣

6

∣∣∣∣∣
e−z|Λ|

ZΛ,η
z

− e−z|B(0,ℓ)|

Zℓ,ηz

∣∣∣∣∣ e
z|Λ|ZΛ,η

z +
e−z|B(0,ℓ)|

Zℓ,ηz

∣∣∣ez|B(0,ℓ)|Zℓ,ηz − ez|Λ|ZΛ,η
z

∣∣∣ = 2

(
1 − ZΛ,η

z

Zℓ,ηz

)

and (31) is proven.

Step 2 : Proof of (32)

It is straightforward, only using the definitions of Zℓ,ηz , ZΛ,η
z and ψℓ,η :

1 − ZΛ,η
z

Zℓ,ηz
=

1

Zℓ,ηz
(Zℓ,ηz − ZΛ,η

z )

=
e−z|B(0,ℓ)|

Zℓ,ηz

+∞∑

n=0

zn

n!

∫

(Rd)n

1IA(ξ1, . . . , ξn) e
−βℓ,η

n (ξ1,...,ξn)

(
1 −

n∏

i=1

1IΛrB(ηΛc ,r)(ξi)

)
dξ1 · · · dξn

6
e−z|B(0,ℓ)|

Zℓ,ηz

+∞∑

n=0

zn

n!

∫

(Rd)n

1IA(ξ1, . . . , ξn) e
−βℓ,η

n (ξ1,...,ξn)

(
n∑

i=1

1Iψℓ,η(ξi)>0

)
dξ1 · · · dξn

and using inequality (14), this is

6
e−z|B(0,ℓ)|

Zℓ,ηz

+∞∑

n=0

zn

n!
n

∫

(Rd)n

1IA(ξ1, . . . , ξn) e
−ψℓ,η(ξ1) e2ϕ e−β

ℓ,η
n−1(ξ2,...,ξn)1Iψℓ,η(ξ1)>0 dξ1 · · · dξn

6
e−z|B(0,ℓ)|

Zℓ,ηz

+∞∑

n=1

z
zn−1

(n− 1)!
νℓ,ηn−1((R

d)n−1) e2ϕ
∫

Rd

1Iψℓ,η(y)>0 e
−ψℓ,η(y) dy

6z e2ϕ
∫

Rd

1Iψℓ,η(y)>0 e
−ψℓ,η(y) dy

�

3.5 Properties of the limit Process

Until now, we proved that the approximations converge on the set Ωx, which is of full measure.
Furthermore, for ω ∈ Ωx, the convergence of the sequence (Xℓ,x

i (ω, t))ℓ is uniform in time. We
thus derive for the limit process, denoted by X∞,x

i , several important properties.

Proposition 3.8 For any x ∈ A and ω ∈ Ωx the process X∞,x(ω, .) satisfies equation (E) with
initial condition X∞,x(ω, 0) = x. Furthermore, let T0 ⊂ T denote the set of functions on M
whose first derivative is orthogonal to the normal vector on the boundary of the set A of allowed
configurations, that is :

T0 =

{
f : M −→ R local, C2-function such that
for each γ ∈ M, if γi, γj ∈ γ satisfy |γi − γj | = r then Dγi

f(γ).(γi − γj) = 0.

}
(36)

For each function f ∈ T0,

f(X(t)) − f(X(0)) −
∫ t

0
Gf(X(s)) ds is a square-integrable martingale, (37)

where G, the infinitesimal generator associated to the equation (E), is given by

Gf(γ) =
1

2

∑

γi∈γ

(
Tr(D2

γiγi
f(γ)) −Dγi

f(γ).
∑

γj∈γ
∇ϕ(γi − γj)

)
(38)
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Remark 3.9 : Since the support of ϕ is not a priori compact, the function Gf is not
necessarily local even if f is local. One can also write Gf(γ) as an integral under γ:

Gf(γ) =
1

2

∫

Rd

(
Tr(D2

xxf(γ)) −Dxf(γ).(∇ϕ ∗ γ)(x)
)
γ(dx)

with (∇ϕ ∗ γ)(x) =
∫

Rd ∇ϕ(x− y) γ(dy).

Proof of Proposition 3.8
We first have to identify the process ρ∞,x

i (.). For t ∈ [ km ,
k+1
m ] and j ∈ J( km , i0),

Lℓ,xij (t) =
1

r2

∫ t

0
1I|Xℓ,x

i (s)−Xℓ,x
j (s)|=r(X

ℓ,x
i (s) −Xℓ,x

j (s)). dρℓ,xi (s).

The uniform convergence of (Xℓ,x)ℓ and the convergence in variation of ρℓ,xi imply that the right
hand side of the above equation converges to

L∞,x
ij (t) :=

1

r2

∫ t

0
1I|X∞,x

i (s)−X∞,x
j (s)|=r(X

∞,x
i (s) −X∞,x

j (s)). dρ∞,x
i (s).

We then obtain for i ∈ J( km , i0) and t ∈ [ km ,
k+1
m ],

X∞,x
i (ω, t) = X∞,x

i (ω,
k

m
) +Wi(ω, t) −Wi(ω,

k

m
) − 1

2

∑

j

∫ t

k
m

∇ϕ(X∞,x
i (ω, s) −X∞,x

j (ω, s))ds

+
∑

j∈J( k
m
,i0)

∫ t

k
m

(X∞,x
i (ω, s) −X∞,x

j (ω, s))dL∞,x
ij (ω, s), (39)

which implies that X∞,x(·) is a solution of equation (E).

Let us consider a fixed test function f ∈ T and the solution X∞,x of equation (E). The Itô
formula holds for X = X∞,x (see e.g. [12], Theorem 27.2) : for any t > 0,






f(X(t)) = f(X(0)) +
∑

i

∫ t

0
DXi(s)f(X(s)) dWi(s)

− 1

2

∑

i

∫ t

0
DXi(s)f(X(s)).

∑

j

∇ϕ(Xi(s) −Xj(s))ds

+
∑

i

∑

j

∫ t

0
DXi(s)f(X(s)).(Xi(s) −Xj(s))dLij(s)

+
1

2

∑

i

∫ t

0
Tr(D2

Xi(s)Xi(s)
f(X(s))) ds

If f ∈ T0, the reflection term vanishes :

∀t > 0,
∑

i

∑

j

∫ t

0
DXi(s)f(X(s)).(Xi(s) −Xj(s))dLij(s) = 0.

Since f is local and the first derivative of f is bounded, the quadratic variation
∑

i

∫ t
0 |DXi(s)f(X(s))|2 ds

of the local martingale term is bounded independently of the initial condition X(0). Thus,∑
i

∫ t
0 DXi(s)f(X(s)) dWi(s) is a square-integrable martingale. �
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To complete the proof of Theorem 2.5 it remains to prove the uniqueness. To this aim we
define a new set of paths C ⊂ C([0, 1],A). It contains configurations of paths which are clearly
separated on each time interval with length 1/m into small groups (no more than M) of paths
which stay at distance ε of the others groups. This set is adapted to the uniqueness problem.
For ε > 0 and m,M ∈ N, we denote by C[ε,m,M ] the following subset of C([0, 1],A)

C[ε,m,M ] :=






ξ(·) = (ξj(·))j : ∀k = 0, 1, . . . ,m− 1,∃(J ik)16i6N disjoint subsets of N with

{j ∈ N : |ξj( km)| < ℓ(m)} = ∪Ni=1J
i
k and ∀i, 1 6 ♯J ik 6 M, such that

∀i 6= i′ j ∈ J ik, j
′ ∈ J i

′

k =⇒ d(ξj([
k

m
,
k + 1

m
]), ξj′([

k

m
,
k + 1

m
])) > r + ε






We now define the set C as follows :

C = lim sup
m

C[
4

mκ
,m,M ], (40)

with ℓ(m),M , κ given by (17) and (35).

Proposition 3.10 For any x ∈ A the process X∞,x(.) is the unique one in C which satisfies
equation (E) with initial condition X∞,x(0) = x.

Proof Suppose that Y (·) ∈ C is also a solution of equation (E). For each m0 we can choose m>m0

such that, on a set of full measure Ω1, Y (·, ω) ∈ C[ 4
mκ ,m,M ] for ω ∈ Ω1.

Furthermore, for ω ∈ Ωx, X
∞,x(ω, .) belongs to lim infm C[ 4

mκ ,m,M ]. Then, for m0 large enough,

we can choose m>m0, take J( km , i0) ∋ i0 for which both (39) holds for each k = 0, 1, . . . ,m and
also

Yi(t) = Yi(
k

m
) +Wi(t) −Wi(

k

m
) − 1

2

∑

j

∫ t

k
m

∇ϕ(Yi(s) − Yj(s))ds

+
∑

j∈J( k
m
,i0)

∫ t

k
m

(Yi(s) − Yj(s))dL
Y
ij(s), i ∈ J(

k

m
, i0), t ∈ [

k

m
,
k + 1

m
].

Using the same arguments which lead to (28), we obtain

sup
t∈[0,1]

|Yi(ω, t) −X∞
i (ω, t)| < C11

m!
, i ∈ J(

k

m
, i0),

Since we can take m as large as we want, this holds for all i and we obtain X(t, ω) = Y (t, ω), t ∈
[0, 1], for ω in the set of full probability Ωx ∩Ω1. This completes the proof of Proposition 3.10. �

4 Reversibility, Equilibrium equations
and Canonical Gibbs measures

We first present the already known important fact that Gibbs measures are reversible and there-
fore, are Equilibrium measures.

4.1 Canonical Gibbs measures of CG are Equilibrium measures

Proposition 4.1 The stochastic equation (E) admits a time-reversible solution with values in A
for any initial Gibbs distribution µ ∈ G(z). Thus any canonical Gibbs measure µ ∈ CG is reversible
too.
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Proof of Proposition 4.1
First of all, we have to be sure that any Gibbs measure µ ∈ G(z) has a support included in the
set of admissible initial configurations A. This is already done in Proposition 3.7.

When the initial measure µ is Gibbsian, the solution of (E) is approximated by reversible finite-

dimensional processes solution of (Eℓ,ηn ). This implies its reversibility. More precisely, we have to
prove that for any T ∈ [0, 1], for f1, . . . , fk bounded continuous functions on M with compact
support and for t1, . . . , tk ∈ [0, T ]

∫ ∫ k∏

i=1

fi(X
∞,x(ω, ti)) dP (ω) dµ(x) =

∫ ∫ k∏

i=1

fi(X
∞,x(ω, T − ti)) dP (ω) dµ(x) (41)

But X∞,x is, by construction, the weak limit of Xℓ,x. Then equality (41) holds if the following
equality holds :

lim
ℓ→+∞

∫ ∫ ( k∏

i=1

fi(X
ℓ,x(ti)) −

k∏

i=1

fi(X
ℓ,x(T − ti))

)
dP dµ(x) = 0

Like in the proof of Proposition 3.7 Step 1 (see inequalities (31) and (32)), we go back to the

reversible process with initial distribution µℓ,ηz :

∣∣∣∣∣

∫ ∫ ( k∏

i=1

fi(X
ℓ,x(ti)) −

k∏

i=1

fi(X
ℓ,x(T − ti))

)
dP dµ(x)

∣∣∣∣∣

6

∣∣∣∣∣

∫

A

∫ ( k∏

i=1

fi(X(ti)) −
k∏

i=1

fi(X(T − ti))
)
dQℓ,ηz (X) dµ(η)

∣∣∣∣∣

+ 2

k∏

i=1

sup
ξ∈A

|fi(ξ)|
∫

A

(
1 − ZΛ,η

z

Zℓ,ηz

)
dµ(η)

where Λ = B(0, ℓ). The first term of the right hand side is equal to 0 and the second term tends
to zero as ℓ tends to infinity.

Any canonical Gibbs measure on A associated to the potential ϕ is also a reversible state for the
process X∞, since it is a mixture of Gibbs measures (with respect to the activity parameter z).
�

Let us now verify the foundamental symmetry property of the infinitesimal generator G under
any measure µ which is reversible for the stochastic system (E). We test the symmetry on T0,
class of smooth functions for wich the Itô Formula is particularly simple.

Proposition 4.2 Let µ be a Probability measure on A. If the solution of the gradient-system (E)
with µ as initial distribution is time-reversible, then the infinitesimal generator G is symmetrical
on T0 :

∀f, g ∈ T0

∫

M
f Gg dµ =

∫

M
g Gf dµ. (42)

Proof The time-reversibility of the process X solution of (E) implies that, for any time t > 0 and
any f, g ∈ T0,

∫

A

∫ (
g(X∞,x(0))f(X∞,x(t)) − g(X∞,x(t))f(X∞,x(0))

)
dP dµ(x) = 0.
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But, applying the Itô Formula and the martingale property (37) one gets
∫

A

∫ (
g(X∞,x(0))f(X∞,x(t)) − g(X∞,x(t))f(X∞,x(0))

)
dP dµ(x)

=

∫

A

∫ (
g(X∞,x(0))

∫ t

0
Gf(X∞,x(s))ds− f(X∞,x(0))

∫ t

0
Gg(X∞,x(s))ds

)
dP dµ(x)

=

∫ t

0

∫

A

∫ (
g(X∞,x(0))Gf(X∞,x(s)) − f(X∞,x(0))Gg(X∞,x(s))

)
dP dµ(x)ds

= 0.

Since the paths t 7→ X∞,x(t) are continuous at time 0 and Gf and Gg are bounded C0-functions
when f and g belong to T0, we conclude by dominated convergence

lim
t→0

1

t

∫ t

0

∫

A

∫ (
g(X∞,x(0))Gf(X∞,x(s)) − f(X∞,x(0))Gg(X∞,x(s))

)
dP dµ(x)ds

=

∫ t

0

∫

A

(
g(X∞,x(0))Gf(X∞,x(0)) − f(X∞,x(0))Gg(X∞,x(0))

)
dP dµ(x)

=

∫

M
g Gf dµ−

∫

M
f Gg dµ

= 0.

�

By connecting the result of Proposition 4.2 to Proposition 4.1 we conclude that any canonical
Gibbs measure µ is an Equilibrium measure in the sense that the infinitesimal generator G is
symmetric under µ on the set of test functions T0, see (42).

In a finite-dimensional context, the Symmetry Property (42) under µ - also called Equilibrium
equation - would be strong enough to characterize the reversible measures µ as Gibbs measures.
Unfortunately, in our context, T0 is too small to generate all functions on which G is symmetrical.
For this reason, equation (42) is a necessary condition for µ to be time-reversible, but we can not
directly prove the converse statement. To overcome this difficulty, we may reason in the same
way as in [4] where the case of finite range interaction was treated. We introduce below a set of
localizing functions, called security functions, which control the collisions between particles in a
bounded region of the space Rd. The symmetry of G under µ on such functions, as stated in (44),
will be a sufficient condition for µ to be reversible.
The security functions are used as ”collision detectors” : they vanish for configurations containing,
in a bounded region, hard balls which are too close.

Definition 4.3 For any R > 0 and for ε > 0, we define the function SεR on M by

SεR(γ) = 1̃I]−∞,0]

(∑

γi∈γ
1̃IB(0,R)(γi)

(
1 −

∏

γj∈γ
1̃I[2,+∞[(

|γi − γj |2 − r2

ε2
)
))

(43)

where 1̃I]−∞,0] is a C∞ non-increasing function with value 1 on ] − ∞, 0] and 0 on [1,+∞[, and

where 1̃IB(0,R) is a C∞ function from Rd to [0, 1] with value 1 on B(0, R) and value 0 on the

set Rd r B(0, R + 1). Here 1̃I[2,+∞[ denotes some fixed C∞ non-decreasing fonction vanishing on
] −∞, 1] with value 1 on [2,+∞[.

Remark that the function SεR is element of T , and is B(0, R + 1 +
√
r2 + 2ε2)-local. However,

SεR does not belong to T0, since its derivative Dγi
SεR(γ) is not orthogonal to γi − γj for γi ∈

B(0, R + 1)rB(0, R) and |γi − γj | = r, as required in definition (36). The reader can find in [4]
details about these functions. Their main property is the fact that they increases a.s. to 1 as ε
decreases to 0.

We now can state the
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Proposition 4.4 Any canonical Gibbs measure µ ∈ CG with support included in A satisfies the
following Detailed Balance Equation

∀R > 0, ε > 0, ∀f, g B(0, R) − local in T ,

∫

M
fεR GgεR dµ =

∫

M
gεR GfεR dµ (44)

where fεR := fSεR and gεR := gSεR .

Proof In Proposition 4.4 of [4], we proved a similar result for a finite-range interaction ϕ. The
arguments can be extended to the infinite range context in a straightforward way with the differ-
ence that even if f and g are local functions, now Gf,Gg,GgεR,Gf

ε
R are no more local. We refer

the reader to [4] for details. �

We will see in the next section that (44) is a sufficient condition for µ to be canonical Gibbs.

4.2 Equilibrium measures are Canonical Gibbs

The assumptions on µ in Theorem 2.7 look relatively strong, but they are physically natural in
the following sense :

• As remarked by Lang ([10], Bemerkung 4) and by Georgii ([7] page 42), the finite-volume
projections of any ”reasonable” equilibrium measure should be absolutely continuous with
respect to the (finite-volume) Poisson point process. Indeed, it seems well-known among
physicists that equilibrium measures are of Gibbsian nature with respect to an unknown
potential (to be identified).

• Furthermore, the existence of local conditional densities uΛ implies that the support of
the initial measure µ does not contain pathological configurations like those with collisions
between two hard balls. In particular, the measure µ does not carry any closest packing
configuration. Anyway, it is clear that measures carrying closest packing configurations
cannot be equilibrium measures for a random dynamics containing a Brownian oscillation
like equation (E).

The arguments for the proof of Theorem 2.7 follow closely those of [4], section 5, where we
proved a similar result for finite-range interactions ϕ. See also [7] for the case of interactions
without hard-core. We only sketch the proof and refer to [4] and [7] for technical details.
Let µ be a Probability measure on A ⊂ A with smooth local conditional density uΛ(.|ηΛc) with
respect to πΛ. One first proves that if the Detailed Balance Equation (44) is satisfied under µ, by
testing it on a class of well choosen functions f and g, then the Campbell measure Cµ associated
to µ satisfies a symmetry property. Cµ is defined as usual on Rd ×A, for any regular function f ,
by ∫

Rd×A
f(y, η)Cµ(dy, dη) =

∫

A

∫

Rd

f(y, η) η(dy)µ(dη).

It satisfies for any positive measurable local function F on Rd × Rd ×A,

∫

Rd×A

∫

Rd

e−E(y′|ηry) F (y, y′, ηry) dy′Cµ(dy, dη) =

∫

Rd×A

∫

Rd

e−E(y′|ηry) F (y′, y, ηry) dy′Cµ(dy, dη).

(45)

In the above formula, the function E(y|ξ) denotes the one-point energy of the point y ∈ Rd with
respect to the configuration ξ. Its value is equal to

∑
ξi
ϕ(y − ξi) if yξ ∈ A and +∞ otherwise.

To complete the proof of Theorem 2.7 it suffices to show that measures µ which satisfy equation
(45) are elements of CG. This was already done in Proposition 2.29 [7] for interactions without
hard-core (resp. in Proposition 5.2 [4] for finite-range interactions with hard-core). These proofs
can be extended to our framework without difficulty.
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5 Appendix
Regularity estimates for the solution of a Skorohod equation

The existence and uniqueness of solutions of Skorohod equations were studied by many authors
(Tanaka [21], Lions and Sznitman [11], Saisho [16]). The Skorohod equations we are interested in
are defined on Dn = A ∩ (Rd)n with reflecting boundary ∂Dn :

∂Dn = {(x1, . . . , xn) ∈ (Rd)n : ∀i 6= i′ |xi − xi′ |>r and ∃j, j′ |xj − xj′ | = r}.

For a given w ∈ C0(R
+, (Rd)n) and x ∈ Dn, the equation is :

ζi(t) = xi + wi(t) +

n∑

j=1

lij(t), t>0, 16i6n. (46)

A solution is a pair (ζ, l) ∈ C(R+,Dn)×C0(R
+, (Rd)n) satisfying (46) and the following condition :

l has bounded variation ‖lij‖t on each finite time interval [0, t] and satisfies

lij(t) =

∫ t

0
(ζi(s) − ζj(s))d‖lij‖s, ‖lij‖t =

∫ t

0
1I|ζi(s)−ζj(s)|=rd‖lij‖s. (47)

Saisho and Tanaka (see [17] theorem 4.1) proved that the domain Dn satisfies a uniform exterior
sphere condition called Condition (A) and a uniform interior cone condition called Condition (B),
and therefore Skorohod equation (46) admits a unique solution.

Moreover, Saisho (see [16] proof of proposition 4.1) proved that, under an additional Condition
(D), this unique solution satisfies a Lipschitz continuity property as a function of w(·) and x. We
proved in [5] lemma 2.2 that Condition (D) holds for any domain satisfying Conditions (A) and
(B), so that the Lipschitz continuity property holds on Dn :

Lemma 5.1 Let ζ(.) (respectively ζ ′(.)) denote the unique solutions of Skorohod equation (46)
for w ∈ C0(R

+, (Rd)n) and x ∈ Dn (resp. for w′ ∈ C0(R
+, (Rd)n) and x′ ∈ Dn). Then there exists

a constant C(Dn), depending only on the geometry of the domain Dn, such that for each t>0,

|ζ(t) − ζ ′(t)|6
(
‖w − w′‖t + |x− x′|

)
exp

(
C(Dn)(‖l‖t + ‖l′‖t)

)
. (48)

Remark that the constant C(Dn) in the above Lemma a priori depends on the number n of
particles.

In [16] (Theorem 4.2) one also finds the following estimate.

Lemma 5.2 The total variation ‖l‖t of the process l(t) satisfies

‖l‖t6f(∆(w, δ), sup
s6t

|w(s)|), 06t61,

where the function f only depends on the geometric characteristics of the domain Dn. Moreover,
the functional w −→ f(∆(w, δ), sups6t |w(s)|) is bounded on each set of paths W ⊂ C0(R

+, (Rd)n)
satisfying limδ→0 supw∈W ∆(w, δ) = 0.
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