
THE CAUCHY PROBLEM
FOR NONLINEAR ELLIPTIC EQUATIONS

I. LY AND N. TARKHANOV

Abstract. This paper is devoted to investigation of the Cauchy problem for
nonlinear elliptic equations with a small parameter.
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1. Introduction

The question of the well-posedness of the Cauchy problem was first raised by
J. Hadamard who proved that it is ill-posed in the case of linear second order
elliptic equations. But the introduction in [Had27] clearly indicates that Hadamard
was interested in nonlinear equations as well. In modern words, Hadamard’s proof
is based on the analytic regularity of solutions to linear elliptic boundary value
problems. This regularity has been extended to nonlinear elliptic equations by
Morrey [Mor58], so that Hadamard’s argument also applies to general nonlinear
elliptic equations.

The Cauchy problem for elliptic equations still remains a challenge for modern
analysis, cf. [Tar95]. This problem, being ill-posed, cannot be handled within any
nowadays available operator algebra. Together with Fredholm integral equations of
the first kind it initiated the development of a new area in the 1950s, called the
theory of inverse problems.

In [ST05] the Cauchy problem for elliptic equations is specified in a class of
mixed boundary value problems depending on a small parameter. A calculus of
parameter-dependent mixed boundary value problems can be got by ‘edgification’
of Boutet de Monvel’s algebra.

By the very nature, an elliptic problem with parameter is invertible if the pa-
rameter is large enough. In contrast to this, the Cauchy problem corresponds to
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the parameter going to zero. Of course, this idea is not new in mathematics and it
goes back at least as far as L. Prandtl. It is explicit in [Mas68] and actually makes
the contents of [TA79].

Methods of [Tar95] and [ST05] go certainly beyond the linear partial differential
equations and shed some new light on the Cauchy problem for nonlinear elliptic
equations. With this as our starting point, we examine in this paper to what
extent mixed boundary value problems of Zaremba type may be of use to study the
nonlinear Cauchy problem.

As but easy consequences of our approach we mention that the Cauchy problem
is normally solvable if the Cauchy data are given on the whole boundary. Moreover,
we elucidate the unstable character of this problem if the Cauchy data are carried
by a part of boundary.

2. An example

Let F (y) be a differentiable function of y ∈ (−R,R), where R > 0. Consider the
initial problem

F ′(y)y′ = 1 in (0, 1),
y(0) = y0

(2.1)

for a function y = y(x) on the interval (0, 1) ⊂ R. The initial value y0 is assumed
to belong to (−R,R).

The first integral of the ordinary differential equation is F (y) = x + c, with c an
arbitrary constant. The initial condition yields F (y0) = c, hence (2.1) reduces to
F (y) = x + F (y0).

Thus, the question on solvability and uniqueness for the quasilinear initial prob-
lem is equivalent to that for the functional equation F (y) = x + F (y0). This latter
possesses in general no satisfactory answer. The implicit function theorem gives
conditions towards existence of a local solution y = y(x), namely F ′(y) 6= 0 for
all y ∈ (−R,R), which just amounts to the ellipticity of the differential equation
F ′(y)y′ = 1.

In general, there are no reasonable conditions both necessary and sufficient for
the existence of a global solution y = y(x) to F (y) = x+F (y0) on the interval (0, 1).
In order to get asymptotic results, it is therefore necessary to put some restrictions
on F . If e.g. F (y) = − exp y, then y(x) = log(exp y0 − x), and so the initial value
should satisfy y0 ≥ 0.

3. The Cauchy problem

Since any system of partial differential equations can be reduced by introducing
new unknown functions to a first order system, we restrict our attention to these
latter.

Let A be an (`×k) -matrix of first order linear scalar partial differential operators
with smooth coefficients on an open set X in Rn. We assume that the principal
homogeneous symbol of A has rank k at each point (x, ξ) ∈ T ∗X with ξ 6= 0. This
is equivalent to saying that the differential operator ∆ = A∗A called the Laplacian
of A is elliptic of order 2. Here, A∗ is the formal adjoint of A. If ` = k then A itself
is elliptic.

Given a domain D b X with smooth boundary and a non-empty open piece
S ⊂ ∂D with smooth boundary, we consider the Cauchy problem

Ay = ε f(x, y, y′) in D,
y = y0 on S,

(3.1)

where y′ stands for the Jacobi matrix of y, f(x, y, p) is a function on D×Ck×Ck×n

with values in C`, u0 a function on S with values in Ck, called Cauchy data, and ε
a small parameter.
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The function f(x, y, p) is assumed to belong to the class Lq(D, C`) in x and
satisfy a Lipschitz condition in y and p. The Lipschitz constants of f with respect
to y and p are denoted by Λyf and Λpf , respectively, and assumed to be uniformly
bounded in x ∈ D.

When dealing with nonlinear differential equations in Sobolev spaces, one uses
the following result which works over Rn as well as compact manifolds.

Theorem 3.1. Let “×” denote any bilinear map. Then:
1) Pointwise application of × induces a continuous map from W s,q ×W t,q to Lq

if s + t > n/q.
2) If s > n/q and 0 ≤ t ≤ s then pointwise application of × induces a continuous

map from W s,q ×W t,q to W t,q.

Proof. See for instance [Pal68]. �

The natural Sobolev space setting for the study of Cauchy problem (3.1) is cer-
tainly u ∈ W 1,q(D, Ck), where q ≥ 1 is at least as large as 1 > n/q. By the
Sobolev embedding theorem, the Cauchy data u0 are to be chosen in the space
W 1−1/q,q(S, Ck).

The unperturbed Cauchy problem corresponding to ε = 0 is linear, and so ill-
posed unless S = ∂D, see [Tar95]. In this latter case the unperturbed Cauchy
problem is normally solvable, however, the space of those data for which the problem
is solvable has infinite codimension. Hence, small perturbations of the right-hand
side can lead out of the space of admissible data, and so the standard perturbation
theory does not apply.

4. Reduction

Our goal is to invoke the Dirichlet problem for studying (3.1), since the Dirichlet
problem is the best understood elliptic boundary value problem. To this end, we
note that both Ay and f(x, y, y′) are Lq -functions in D, for f(x, y, p) is Lipschitzian
in y and p. Therefore, we may apply the linear differential operator A∗ to both sides
of the differential equation in (3.1), thus obtaining ∆y = ε A∗f(x, y, y′) in D. Note
that the formal adjoint A∗ maps Lq(D, C`) continuously to W−1,q(D, Ck), the dual
of

W 1,q′(D, Ck)
with respect to the L2(D, Ck) -pairing, 1/q + 1/q′ = 1.

When substituting ∆y = ε A∗f(x, y, y′) for Ay = ε f(x, y, y′), one leaves behind
the genuine Cauchy problem. In order to provide the equivalence we shall keep a
trace of the equality Ay = ε f(x, y, y′) on ∂D. For y ∈ W 1,q(D, Ck), the difference
u = Ay − ε f(x, y, y′) belongs to the space Lq(D, C`). In the scale of usual Sobolev
spaces it no longer possesses any restriction to the boundary of D. However, the
equality u = 0 on ∂D can be interpreted in a weak sense. We are thus led to the
boundary problem

∆y = ε A∗f(x, y, y′) in D,
y = y0 on S,

Ay = ε f(x, y, y′) on ∂D,
(4.1)

cf. (3.1).

Theorem 4.1. Suppose A∗u = 0 has no non-trivial solutions on X with support in
D. Then y ∈ W 1,q(D, Ck) is a solution of (3.1) if and only if it satisfies (4.1).

Proof. The necessity is obvious, it suffices to prove the sufficiency. For this purpose,
set u = Ay − ε f(x, y, y′). Then u ∈ Lq(D, C`). Since A∗u = 0 in D and u = 0 on
∂D, it follows that the function ũ : X → C`, which is equal to u in D and to 0 in
X \ D, satisfies A∗ũ = 0 in all of X . Hence, ũ = 0 in X , and so u = 0 in D, as
desired. �
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The hypothesis of Theorem 4.1 is fulfilled, in particular, if A is elliptic (i.e., ` = k)
and has real-analytic coefficients in X . If ε = 0, then the condition ` = k can be
omitted, cf. [Tar95, Theorem 10.3.11].

5. The Dirichlet problem

Given a vector space V with norm ‖ · ‖, we write C(V, ‖ · ‖) for the completion
of V under the norm ‖ · ‖.

Our next goal is to describe the Hodge theory of the Dirichlet problem for the
Laplacian ∆ = A∗A in the class of generalised functions on D. In order to define
what is meant by the “solution” of the boundary value problem, we employ negative
norms. This idea is certainly not new and goes back at least as far as [Sch60] and
[Roi96].

Pick a Dirichlet system B of order 0 on the boundary of D. This is actually an
invertible (k × k) -matrix of smooth functions in a neighbourhood U of ∂D.

Let C be the adjoint system for B with respect to Green’s formula for the Laplace
operator ∆, cf. [Tar95]. Thus, C is an (`×k) -matrix of smooth functions in a smaller
neighbourhood U of ∂D. We now set

t(y) = By,
n(u) = C∗u

for y ∈ C(U, Ck) and u ∈ C(U, C`).

Lemma 5.1 (Green’s formula). For all y ∈ W 2,q(D, Ck) and z ∈ W 2,q′(D, Ck) the
following formula holds:∫

∂D

(
(t(y), n(Az))x − (n(Ay), t(z))x

)
ds =

∫
D

(
(∆y, z)x − (y,∆z)x

)
dx.

Proof. Cf. Corollary 9.2.12 in [Tar95].
�

Given w, we consider the boundary value problem{
∆y = w in D,
t(y) = 0 on ∂D,

(5.1)

which is an obvious generalisation of the classical Dirichlet problem, cf. 9.2.4 in
[Tar95].

Suppose s > 0 and 1 < q < ∞. For functions y ∈ C∞(D, Ck) we define two
types of negative norms

‖y‖−s,q = sup
z∈C∞(D,Ck)

|(y, z)|
‖z‖s,q′

,

|y|−s,q = sup
z∈C∞(D,Ck)

t(z)=0

|(y, z)|
‖z‖s,q′

,

where (·, ·) is the scalar product in L2(D, Ck). We denote the completions of
C∞(D, Ck) with respect to these norms by W−s,q(D, Ck) and C(C∞(D, Ck), |·|−s,q),
respectively. They are obviously Banach spaces and satisfy

W−s,q(D, Ck) ↪→ C(C∞(D, Ck), | · |−s,q),

for ‖y‖−s,q ≥ |y|−s,q.
We can define (y, z) for y ∈ W−s,q(D, Ck) and z ∈ C∞(D, Ck) as follows. By

definition, there is a sequence {yν} in C∞(D, Ck) such that ‖yν − y‖−s,q → 0 as
ν →∞. Then

|(yν − yµ, z)| ≤ ‖yν − yµ‖−s,q‖z‖s,q′

→ 0
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as µ, ν → ∞. Set (y, z) = lim(yν , z). Clearly, this limit does not depend on the
particular sequence {yν}, for if ‖yν‖−s,q → 0 then |(yν , z)| ≤ ‖yν‖−s,q‖z‖s,q′ tends
to zero, too. From the definition it follows that for all y ∈ W−s,q(D, Ck) and
z ∈ C∞(D, Ck) we get

|(y, z)| ≤ ‖y‖−s,q‖z‖s,q′ . (5.2)
In a similar way we can define the pairing (y, z) for y ∈ C(C∞(D, Ck), | · |−s,q)

and z ∈ C∞(D, Ck) with t(z) = 0. Corresponding to (5.2) we have obviously
|(y, z)| ≤ |y|−s,q‖z‖s,q′ .

6. Strong solutions

Let w be in C(C∞(D, Ck), |·|−s−2,q), where s ≥ 0. We say that y ∈ W−s,q(D, Ck)
is a strong solution of (5.1) if there is a sequence yν ∈ C∞(D, Ck) with t(yν) = 0,
such that

‖yν − y‖−s,q → 0,
|∆yν − w|−s−2,q → 0 (6.1)

as ν →∞.
Denote by H(D) the set of all y ∈ C∞(D, Ck) that satisfy ∆y = 0 in D and

t(y) = 0 on the boundary of D. Since (5.1) is an elliptic boundary value problem,
the space H(D) is finite dimensional. Moreover, for any y ∈ H(D) we actually
obtain

0 = (∆y, y)
= (Ay, Ay)

whence Ay = 0 in D. Therefore, the space H(D) consists of all solutions to Ay = 0
in D, which are C∞ up to the boundary of D and which vanish up to the infinite
order on ∂D.

Lemma 6.1. Let s ≥ 0 and 1 < q < ∞. If w ∈ C(C∞(D, Ck), | · |−s−2,q) and
w ⊥ H(D), then there is a strong solution y ∈ W−s,q(D, Ck) of (5.1) satisfying
y ⊥ H(D) and

‖y‖−s,q ≤ c |w|−s−2,q, (6.2)
where the constant c does not depend on w and y.

Proof. Cf. [Sch60].
�

The definition (6.1) of a strong solution to the Dirichlet problem (5.1) obviously
corresponds to an appropriate closure L : DL → C(C∞(D, Ck), | · |−s−2,q) of the
Laplacian ∆ = A∗A, cf. Chapter 2 in [Dez80]. Namely, we denote by DL the set of
all sections y ∈ W−s,q(D, Ck), for which there is a sequence {yν} with the following
properties:

1) yν ∈ C∞(D, Ck) satisfies t(yν) = 0;
2) {yν} converges to y in W−s,q(D, Ck); and
3) {∆yν} is a Cauchy sequence in C(C∞(D, Ck), | · |−s−2,q).

The closed densely defined operator L : DL → C(C∞(D, Ck), | · |−s−2,q) given
by Ly = lim∆yν , where {yν} is any sequence with properties 1)–3), is called the
strong extension of ∆ under the boundary conditions t(y) = 0. It is clear that
y ∈ W−s,q(D, Ck) is a strong solution to the Dirichlet problem (5.1) if and only if
Ly = w.

It is worth pointing out that the case ∂D = ∅ is formally permitted in the
following theorem.

Theorem 6.2. Suppose s ≥ 0. There are bounded linear operators

H : C(C∞(D, Ck), | · |−s−2,q) → H(D),
G : C(C∞(D, Ck), | · |−s−2,q) → DL
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such that

1) H has the kernel KH(x, x′) =
∑

ν hν(x) ⊗ hν(x′)∗ where {hν} is an or-
thonormal basis of H(D);

2) AH = 0 and GH = HG = 0;
3)

GLy = y −Hy for all y ∈ DL,
LGw = w −Hw for all w ∈ C(C∞(D, Ck), | · |−s−2,q).

Proof. This follows by the same method as in Theorem 3.3 of [SST00], with
Lemma 3.2 therefrom replaced by Lemma 6.1.

�
The operators H and G are actually independent of s and q since they are unique

extensions by continuity of these operators on the dense subspace C∞(D, Ck) of
C(C∞(D, Ck), | · |−s−2,q).

The action of G on the Hilbert space L2(D, Ck) is selfadjoint, and this property
can be traced in the general setting. More precisely, given any w ∈ Lq(D, Ck) and
z ∈ Lq′(D, Ck), we may invoke the elliptic regularity of the Dirichlet problem (5.1) to
see that Gw ∈ W 2,q(D, Ck) and Gz ∈ W 2,q′(D, Ck), and they satisfy the boundary
conditions t(Gw) = 0 and t(Gz) = 0, respectively. It follows that LGw = ∆Gw
and LGz = ∆Gz whence

(Gw, z) = (Gw,Hz + LGz)
= (Gw,A∗A Gz)
= (A∗A Gw,Gz)
= (w,Gz) ,

which is due to Theorem 6.2. Hence the Schwartz kernel of G is Hermitean, i.e.,
KG(x, x′)∗ = KG(x′, x) for all (x, x′) away from the diagonal of D ×D.

Corollary 6.3. If, in addition, w ∈ W−s−2,q(D, Ck), then there is a sequence of
sections yν ∈ C∞(D, Ck) with t(yν) = 0, such that

‖yν − y‖−s,q → 0,
‖∆yν − w‖−s−2,q → 0 (6.3)

as ν →∞.

From Lemma 5.1 we deduce that when y is smooth enough, it fulfills t(y) = 0
if and only if (∆y, z) = (y,∆z) for all z satisfying t(z) = 0. This gives rise to
the concept of a weak extension of the Laplacian ∆ under the boundary conditions
t(y) = 0, cf. Chapter 2 in [Dez80]. Given any w ∈ C(C∞(D, Ck), | · |−s−2,q), a
section y is said to be a weak solution of (5.1) if it is in W−s′,q(D, Ck) for some
s′ ≥ 0 and

(y,∆z) = (w, z) (6.4)

for all z ∈ C∞(D, Ck) satisfying t(z) = 0.

Lemma 6.4. Suppose that w ∈ C(C∞(D, Ck), | · |−s−2,q) where s ≥ 0, 1 < q < ∞.
If y ∈ W−s′,q(D, Ck) is a weak solution of (5.1), then actually y ∈ W−s,q(D, Ck)
and it is a strong solution of (5.1). Moreover, there is a constant c not depending
on w or y, such that

‖y‖−s,q ≤ c (|w|−s−2,q + ‖y‖−s′,q) .

Proof. Cf. [Sch60].
�
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7. Nonzero boundary data

To study the Dirichlet problem with nonzero boundary data t(y) = y0 we need
a result of [Roi96]. Denote by W−s,q;B(D, Ck) the completion of C∞(D, Ck) with
respect to the norm

‖y‖−s,q;B := ‖y‖−s,q + ‖t(y)‖W−s−1/q,q(∂D,Ck) + ‖n(Ay)‖W−s−1−1/q,q(∂D,Ck). (7.1)

The advantage of using these spaces is that for each y ∈ W−s,q;B(D, Ck) there
is a sequence {yν} in C∞(D, Ck), such that yν → y in W−s,q(D, Ck), and {t(yν)},
{n(Ayν)} are Cauchy sequences in W−s−1/q,q(∂D, Ck) and W−s−1−1/q,q(∂D, Ck),
respectively. Moreover, {∆yν} is a Cauchy sequence in W−s−2,q(D, Ck), which
readily follows by manipulations of Green’s formula. Therefore, to any element
y ∈ W−s,q;B(D, Ck) we can assign both t(y), n(Ay) and ∆y defined in the above
strong sense.

Lemma 7.1. For each pair

y0 ∈ W−s−1/q,q(∂D, Ck),
y1 ∈ W−s−1−1/q,q(∂D, Ck),

there is a function y ∈ W−s,q;B(D, Ck) satisfying t(y) = y0 and n(Ay) = y1.
Moreover, the mapping (y0, y1) 7→ y is continuous in the relevant norms.

Proof. See Lemma 6.1.2 in [Roi96].
�

Given any
w ∈ C(C∞(D, Ck), | · |−s−2,q),
y0 ∈ W−s−1/q,q(∂D, Ck),

we now consider the inhomogeneous Dirichlet problem{
∆y = w in D,
t(y) = y0 on ∂D.

(7.2)

A section y is said to be a weak solution of (7.2) if it is in W−s′,q(D, Ck) for some
s′ ≥ 0 and

(y,∆z) = (w, z)−
∫

∂D
(y0, n(Az))xds (7.3)

for all z ∈ C∞(D, Ck) satisfying t(z) = 0.

Theorem 7.2. Suppose s ≥ 0 and 1 < q < ∞. If w ⊥ H(D), then there is a weak
solution y ∈ W−s′,q(D, Ck) to (7.2) with y ⊥ H(D). Moreover, y ∈ W−s,q(D, Ck)
satisfies (7.2) in a strong sense, and there is a constant c independent of w, y0 and
y, such that

‖y‖−s,q ≤ c
(
|w|−s−2,q + ‖y0‖W−s−1/q,q(∂D,Ck)

)
. (7.4)

Proof. Using Lemma 7.1 we reduce (7.3) to (6.4) with a suitable right side
w. To this end we choose Y ∈ W−s,q;B(D, Ck) with the property that t(Y ) = y0

and n(AY ) = y1, y1 being arbitrary. By the above, there is a sequence {yν} in
C∞(D, Ck) such that

yν → Y in W−s,q(D, Ck),
t(yν) → y0 in W−s−1/q,q(∂D, Ck),

n(Ayν) → y1 in W−s−1−1/q,q(∂D, Ck)

and ∆yν → w′ in W−s−2,q(D, Ck).
By Green’s formula, we get

(yν ,∆z) = (∆yν , z)−
∫

∂D
(t(yν), n(Az))x ds
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for all z ∈ C∞(D, Ck) satisfying t(z) = 0. Letting ν →∞ in this equality yields

(Y,∆z) = (w′, z)−
∫

∂D
(y0, n(Az))x ds. (7.5)

Subtracting (7.5) from (7.3) we obtain

(y − Y,∆z) = (w − w′, z)

for all z ∈ C∞(D, Ck) satisfying t(z) = 0, i.e., y − Y is a weak solution of the
Dirichlet problem (5.1) with w replaced by w − w′. Moreover, it follows from (7.5)
that

(w′, z) = 0
for all z ∈ H(D). Combining Lemmas 6.4 and 6.1 thus results in the desired
assertion. �

8. The Poisson formula

We now derive a Poisson formula for solutions of the inhomogeneous Dirichlet
problem.

To this end, we choose a Green operator GA(·, ·) for A on X , cf. 9.2.1 in [Tar95].
Given an oriented hypersurface S ⊂ X , we denote by [S]A the kernel on X × X
defined by 〈

[S]A, v ⊗ y
〉
X×X =

∫
S

GA(v, y)

for all v ∈ C∞(X , C`) and y ∈ C∞(X , Ck) whose supports meet each other in a
compact set.

In particular, the kernel [∂D]A on X ×X is obviously supported on the diagonal
of ∂D × ∂D.

For a function y ∈ C∞(D, Ck), we set

(My)(x) = −GA∗
(
[∂D]Ay

)
= −

∫
∂D

GA(KGA∗(x, ·), y)

when x ∈ D, KGA∗ being the Schwartz kernel of GA∗. The integral on the right-
hand side is well defined, for KGA∗ is a (k × `) -matrix of C∞ functions outside of
the diagonal of D ×D.

Corollary 8.1. As defined above, the integral M induces a continuous mapping P
of W−s−1/q,q(∂D, Ck) to W−s,q(D, Ck) such that Pt(y) = My. Moreover, for each
weak solution y of (7.2),

y = Hy + G∆y + Pt(y). (8.1)

Proof. Let y ∈ W−s′,q(D, Ck) be a weak solution to the problem (7.2). From
Theorem 7.2 we deduce that y ∈ W−s,q(D, Ck) satisfies (7.2) in a strong sense.
More precisely, there exists a sequence yν ∈ C∞(D, Ck) which approximates y in
W−s,q(D, Ck), such that t(yν) → t(y) and ∆yν → ∆y in the relevant norms. We
now set

Py0 := lim
ν→∞

(
yν −Hyν −G (∆yν)

)
= y −Hy −G (∆y) , (8.2)

the limit existing in W−s,q(D, Ck) by Theorem 6.2. Moreover, it is independent of
the particular choice of y with a well-defined ∆y and t(y) = y0, which is again due
to Theorem 6.2.

It is obvious that y0 7→ Py0 is a continuous mapping of W−s−1/q,q(∂D, Ck) to
W−s,q(D, Ck), and it remains to prove that it agrees with −GA∗

(
[∂D]Ay

)
in the

interior of D.
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If z ∈ C∞(D, Ck) has compact support in the interior of D then by Theorem 6.2
we get

(Py0, z) = (y, z)− (y, Hz)− (∆y, Gz)

= (y, z −Hz −∆(Gz))−
∫

∂D
(t(y), n(AGz))x ds

= −
∫

∂D
(t(y), n(AGz))x ds,

for t(Gz) = 0. The right-hand side here just amounts to (−GA∗
(
[∂D]Ay

)
, z),

provided that y is smooth enough.
�

From (8.2) it easily follows that Py0 is the unique solution to the Dirichlet
problem {

∆y = 0 in D,
t(y) = y0 on ∂D,

which is orthogonal to H(D). We call Py0 the Poisson integral of y0. By Theorem
7.2,

‖Pu0‖−s,q ≤ c ‖y0‖W−s−1/q,q(∂D,Ck) (8.3)

with c a constant independent of y0.

9. Nonlinear perturbation

Since our study of the Dirichlet problem is motivated by applications to the
Cauchy problem (3.1), we assume from now on that the equation Ay = 0 has no
non-trivial solutions on X with support in D. Hence it follows that H(D) = {0},
and so H = 0.

On having a reasonable theory for the Dirichlet problem (7.2) we are in a position
to study its nonlinear perturbations, i.e.,

∆y = ε A∗f(x, y, y′) in D,
t(y) = y0 on ∂D,

(9.1)

cf. (4.1). We are looking for a solution y ∈ W 1,q(D, Ck) to this problem, assuming
y0 ∈ W 1−1/q,q(∂D, Ck).

Lemma 9.1. Problem (9.1) is equivalent to the integral equation

y = Py0 + ε GA∗f(x, y, y′). (9.2)

Proof. If y satisfies (9.2), then y is a solution to (9.1), as follows from the properties
of G and P . Conversely, applying the Green operator G to both sides of the differ-
ential equation in (9.1) and using (8.1) under the Dirichlet condition t(y) = y0, we
arrive at (9.2). �

The solvability of (9.2) follows by successive approximations, once we prove that
T (y) := Py0 + ε GA∗f(x, y, y′) is a contraction operator in W 1,q(D, Ck).

Lemma 9.2. If

|ε| <
(
‖GA∗‖L(Lq(D,C`),W 1,q(D,Ck))((Λyf)q′ + (Λpf)q′)1/q′

)−1

,

then T is a contraction operator in W 1,q(D, Ck).

Proof. By Theorem 6.2, for each 1 < q < ∞ the operator GA∗ maps Lq(D, C`)
continuously to W 1,q(D, Ck). Since

T (y)− T (z) = ε GA∗ (f(x, y, y′)− f(x, z, z′)) ,
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it follows that

‖T (y)− T (z)‖W 1,q(D,Ck) ≤ |ε| ‖GA∗‖L(Lq(D,C`),W 1,q(D,Ck))

× ‖f(x, y, y′)− f(x, z, z′)‖Lq(D,C`)

for all y, z ∈ W 1,q(D, Ck). On the other hand, an easy computation shows that

‖f(x, y, y′)− f(x, z, z′)‖Lq(D,C`) ≤
( ∫

D
(Λyf |y − z|+ Λpf |y′ − z′|)q

dx
)1/q

≤ ((Λyf)q′ + (Λpf)q′)1/q′ ‖y − z‖W 1,q(D,Ck),

which implies the desired conclusion. �

Let us state the final result.

Theorem 9.3. Let 1 < q < ∞. If ε satisfies the estimate of Lemma 9.2, then
the Dirichlet problem (9.1) has a unique solution in W 1,q(D, Ck) for each data
y0 ∈ W 1−1/q,q(∂D, Ck).

Proof. By the fixed point theorem of Banach, the recurrent sequence

yk+1 := Py0 + ε GA∗f(x, yk, y′k)

converges in W 1,q(D, Ck) to the unique solution of (9.2) as a geometric series,
provided that ε is small enough. Moreover, the start approximation can be chosen
arbitrarily. �

Were f(x, y, y′) independent of y′, one could consider the iterations of T in the
space Lq(D, Ck). Since the kernel of GA∗ is locally integrable over D, T would be
a contraction operator for D small enough. The recurrent sequence yk+1 would
actually converge in W 1,q(D, Ck), for T would map Lq(D, Ck) continuously to
W 1,q(D, Ck).

10. The Cauchy problem revisited

Throughout this section, we assume that A∗u = 0 has no non-trivial solutions
on X with support in D.

Given any y0 ∈ W 1−1/q,q(∂D, Ck), we denote by y = R(x; y0) the solution of
(9.1) guaranteed by Theorem 9.3.

Theorem 9.3 applies directly to the Cauchy problem (3.1) only in the case where
S is the whole boundary of D.

Corollary 10.1. Suppose that y0 ∈ W 1−1/q,q(∂D, Ck), where 1 < q < ∞. In order
that there be a function y ∈ W 1,q(D, Ck) satisfying Ay = ε f(x, y, y′) in D and
y = y0 on ∂D, it is necessary and sufficient that AR(x; y0) = ε f(x, y0,R(x; y0)′)
on ∂D.

Proof. If y ∈ W 1,q(D, Ck) satisfies Ay = ε f(x, y, y′) in D and y = y0 on ∂D,
then y = R(x; y0) by Theorem 9.3. Hence AR(x; y0) = ε f(x, y0,R(x; y0)′) on
∂D. Conversely, if AR(x; y0) = ε f(x, y0,R(x; y0)′) on ∂D, then this equality holds
everywhere in D, which is due to Theorem 4.1. Hence y = R(x; y0) is a solution of
(3.1). �

Corollary 10.1 reduces the Cauchy problem (3.1) in the case S = ∂D to an
operator equation on the boundary. As but one consequence of this reduction we
mention that the Cauchy problem with data on the whole boundary is normally
solvable.

If S 6= ∂D then the Cauchy data are insufficient to uniquely solve the Dirichlet
problem. What is lacking is the knowledge of y on ∂D \ S, which may be thought
of as a new unknown function z with values in Ck. The function χSy0 +χ∂D\Sz on
∂D, which we denote simply by y0 ⊕ z, must be in W 1−1/q,q(∂D, Ck). Therefore,
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we require z ∈ W 1−1/q,q(∂D \ S, Ck) to fulfil the compatibility condition z = y0

on ∂S, for the functions of W 1−1/q,q(∂D \ S, Ck) possess traces on ∂S provided
q > 2. The solution of the non-linear Dirichlet problem with data y0 ⊕ z on ∂D
is y = R(x; y0 ⊕ z), and we substitute this into the second boundary condition in
(4.1), thus obtaining

AR(x; y0 ⊕ z) = ε f(x, y0 ⊕ z,R(x; y0 ⊕ z)′) on ∂D,
z = y0 on ∂S.

(10.1)

Corollary 10.2. Suppose that y0 ∈ W 1−1/q,q(S, Ck), where 1 < q < ∞. In or-
der that there exist a solution y ∈ W 1,q(D, Ck) to the Cauchy problem (3.1) it is
necessary and sufficient that there be a function z ∈ W 1,q(∂D \ S, Ck) satisfying
(10.1).

Proof. The proof immediately follows from Theorem 4.1. �

This corollary seems to be of no practical importance but of purely mathematical
interest. It reduces the Cauchy problem in a domain D with data on S ⊂ ∂D to a
boundary problem in ∂D\S with data on ∂S. This latter requires certainly further
investigations.

11. The Zaremba problem

Among the functions u : D → C` that are continuous up to the boundary one
can specify those having the zero Cauchy data on ∂D \S relative to the differential
operator A∗. We write n(u) = 0 on ∂D \ S for these functions, which precisely
means that σ(A)(x, ν)∗u = 0 on ∂D \ S, where σ(A)(x, ν) is the principal symbol
of A evaluated at the unit outward normal vector ν of the boundary. For functions
u ∈ Lq(D, C`), the equality n(u) = 0 on ∂D \ S makes still sense if one employs
negative norms.

The mixed boundary problem

∆y = ε A∗f(x, y, y′) in D,
y = y0 on S,

n(Ay) = ε n(f(x, y, y′)) on ∂D \ S,
(11.1)

the last equality meaning n(Ay−ε f(x, y, y′)) = 0 on ∂D\S, generalises the classical
Zaremba problem, see [Zar10]. Obviously, problems (11.1) and (4.1) have much in
common.

Note that if S = ∂D then (11.1) just amounts to the Dirichlet problem considered
in § 5.

If y ∈ W 1,q(D, Ck) is a solution to the Cauchy problem (3.1), then it satisfies
(11.1) as well. The advantage of using (11.1) lies in the fact that for a wide class of
(necessarily overdetermined, unless n = 1) differential operators A the unperturbed
(i.e., corresponding to ε = 0) mixed boundary value problem (11.1) is elliptic. For
q = 2 it can be studied within pseudodifferential calculus on manifolds with edges,
cf. [Sch98].

The Hodge parametrix of the unperturbed problem (11.1) allows one to reduce
the perturbed problem to an integral equation similar to (9.2). In contrast to
Corollary 10.2 we then obtain solvability conditions of (3.1) like those of Corollary
10.1. More precisely, n (AR(x; y0)− ε f(x, y0,R(x; y0)′)) = 0 on S, where R is the
resolution operator for (11.1).

This shows that if n◦A is a complementary boundary condition for A∗A, then the
Cauchy problem (3.1) is normally solvable for any non-empty open piece S ⊂ ∂D
with smooth boundary.

Remark 11.1. The mixed boundary value problems in D with interface surface ∂S
are usually studied in weighted Sobolev spaces, the weights being powers of the
distance to ∂S.
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The operator
y0 7→ n (AR(x; y0)− ε f(x, y0,R(x; y0)′))

on S is a far-reaching generalisation of the so-called ‘Dirichlet to Neumann’ operator,
cf. [Tay96, 12 C].

This latter N corresponds to the linear case ε = 0 with A = ∇ being the gradient
operator and S = ∂D. The operator N is known to be a negative semidefinite,
selfadjoint, and also elliptic pseudodifferential operator of order 1 on the boundary.
It actually coincides with the negative square root of the Laplace-Beltrami operator
of ∂D modulo zero order operators, see ibid. If the boundary is connected, then
the null space of N consists of all constant functions on ∂D, which agrees with
Corollary 10.1.

12. Linearisable problems

In this section we compare the results obtained above with those coming from the
linear theory under transformations of variables, see [Tar95]. Namely, we consider
the Cauchy problem for a Dirac system1 Dw = 0 in a bounded domain G ⊂ Rn

with smooth boundary, the data w = w0 being given on an open part T of ∂G, and
a global transformation {

x = X(z, w),
y = Y (z, w) (12.1)

of both independent and dependent variables defined in a neighbourhood of G×Ck.
We require (12.1) to be a diffeomorphism and write z = Z(x, y), w = W (x, y) for
the inverse transformation.

Each Ck -valued function w = w(z) uniquely determines a function y = y(x) with
values in Ck, and conversely. Indeed, pick x ∈ X . Using x = X(z, w(z)) we find z,
and hence y = Y (z, w(z)) in Ck.

By the chain rule,
w′zj

=
(
W ′

x + W ′
yy′x

)
X ′

zj
,

and so Dw =
n∑

j=1

Ajw
′
zj

transforms into

n∑
j=1

DXj W ′
y y′xj

+
(
A1W

′
xX ′

z1
+ . . . + AnW ′

xX ′
zn

)
,

D applies to Xj in an obvious way. This is quasilinear differential operator on an
open set X ⊂ Rn. We freeze the coefficients of the principal part at some fixed
function y = υ(x) and set

Ay =
n∑

j=1

(
DXj W ′

y

)
|y=υ y′xj

,

thus obtaining a first order linear differential operator on X whose principal symbol
has rank k at each point (x, ξ) ∈ T ∗X with ξ 6= 0.

Suppose G transforms into a domain D b X . The condition W (x, y) = w0 on the
set T ⊂ ∂G determines a unique function y0 on an open part S of ∂D with values
in Ck. Hence, the Cauchy problem for solutions of Dw = 0 in G is equivalent to the
Cauchy problem

Ay = f(x, y, y′) in D,
y = y0 on S,

(12.2)

1An (` × k) -matrix D of first order differential operators is said to be a (generalised) Dirac

operator if D∗D = ∆Ek, where ∆ is the Laplace-Beltrami operator and Ek the identity (k × k) -

matrix.
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where

f(x, y, y′) = −
n∑

j=1

(
DXj W ′

y −DXj W ′
y|y=υ

)
y′xj

−
(
A1W

′
xX ′

z1
+ . . . + AnW ′

xX ′
zn

)
,

cf. (3.1).
For regularisation of the Cauchy problem Dw = 0 in G and w = w0 on T with

w0 integrable over T there are the so-called Carleman formulas. These are of the
form

w(z) = lim
N→∞

∫
T

D∗C(N)(z, ·)
( n∑

j=1

Ajνj

)
w0ds, (12.3)

for z ∈ G, where νj is the j th component of the unit outward normal vector to ∂G,
ds is the surface measure on ∂G, D∗ the formal adjoint of D, and C(N)(z, ·) is a
sequence of explicitly given kernels defined on G × G away from the diagonal, see
[Tar95, 12.4.6]. Vice versa, the Carleman formulas yield also solvability conditions
for the Cauchy problem, for if the limit on the right-hand side of (12.3) exists for
each z ∈ G then it defines a function w : G → Ck satisfying Dw = 0 in G and
w = w0 on T , cf. ibid.

Our next goal is to interpret formula (12.3) in the coordinates (x, y), i.e., for the
Cauchy problem (12.2). For simplicity, we will restrict our discussion to the case
where x = X(z) and y = Y (w) are independent of w and z, respectively. Then, the
inverse transformation is of the form z = Z(x), w = W (y). Functions w = w(z)
and y = y(x) correspond to each other under this transformation if and only if
W ◦ y = w ◦ Z.

It is easy to see that (12.3) transforms into

y(x) = lim
N→∞

W−1

∫
S

D∗C(N)(Z(x), Z(·))
( n∑

j=1

Ajνj ◦ Z
)
|detZ ′|W (y0)ds, (12.4)

for x ∈ D, where Z ′ is the Jacobi matrix of Z, and we use the same symbol ds
to designate the surface measure on ∂D. This formula is of general character and
makes sense for diverse linearisable systems Ay = ε f(x, y, y′), A being of injective
symbol.

It should be noted that (12.4) may fail for some transformations of dependent
variables w = W (y). As applications show, the approximating functions T (N)W (y0)
in

y = lim
N→∞

W−1
(
T (N)W (y0)

)
can leave the domain of W−1.
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