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Abstract

In this paper we establish the regularity, exponential stability of global (weak) so-
lutions and existence of uniform compact attractors of semiprocesses, which are
generated by the global solutions, of a two-parameter family of operators for the
nonlinear 1-d non-autonomous viscoelasticity. We employ the properties of the an-
alytic semigroup to show the compactness for the semiprocess generated by the
global solutions.
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1 Introduction

In this paper we prove the regularity, exponential stability of global solutions
and existence of uniform compact attractors of semiprocesses, generated by
the global solutions, of a two-parameter family of operators for the following
nonlinear 1-d non-autonomous system of viscoelasticity (see, e.g., [5-10, 19-22,
24, 35-37])
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ytt = σ(yx)yxx + yxtx + f(x, t), (x, t) ∈ (0, 1)× (τ, +∞), (1)

y(0, t) = y(1, t) = 0, t ≥ τ, (2)

y(x, τ) = yτ
0 (x), yt(x, τ) = yτ

1 (x), x ∈ (0, 1), τ ∈ R+ = [0, +∞), (3)

where y = yτ (x, t)(τ ∈ R+) is an unknown function, σ is a real function de-
fined on R, f = f(x, t) is an external forcing term.
Since the 1960s, the global well-posedness, asymptotic behaviour of solutions
and the investigation of the associated infinite-dimensional dynamical system
became the most essential aspects in the field of nonlinear evolution equations.
For instance, the global well-posedness and large-time behaviour of solutions to
the problem (1)-(3) have attracted many mathematicians (see., e.g., [5-10,19-
22,24,35-37] and the references cited therein), and the development has seen
great progress since then. Let us recall some of these achievements. When σ(s)
is smooth enough, σ(s) > 0, for all s ∈ R, f ≡ 0 (autonomous case), Green-
berg et al [8, 10] established existence, uniqueness and stability of smooth
solutions and Greenberg et al [9], and Nishihara [22] proved the exponential
decay of smooth solutions. Yamada [36] weakened the regularity of initial data
to obtain the global existence and exponential stability of smooth solutions
to the non-autonomous problem (1)-(3) (i.e., f 6≡ 0). MacCamy [21] also ob-
tained existence, uniqueness and stability of smooth solutions to the more
general equation utt = ∂

∂x
(σ(ux)ux + λ(ux)uxt). When σ = σ(s) changes sign

in s ∈ R, which corresponds to the model of phase transition, Andrew and Ball
[1,2], and Pego [24] established global existence, uniqueness and/or asymptotic
behaviour of (weak) solutions for the equation (1) with some boundary con-
ditions. Kuttler and Hicks [19] proved the global existence and uniqueness of
weak solutions for the more general equation utt = (σ(ux))x + (α(ux)uxt)x + f
with some different boundary conditions from (2). Liu et al [20] proved the
global existence of solutions to the initial boundary value problem or the peri-
odic boundary problem or initial value problem of (1). Tsutsumi [35] obtained
the global existence of solutions to the initial boundary value problem of (1).
Yang and Song [37] established blowup results for the initial boundary value
problem of (1) with four types of boundary conditons and special versions of
σ(s).
As far as the associated infinite-dimensional dynamics is concerned, we refer to
the works [3, 4, 7, 13, 17, 18, 25, 26, 28-34, 38, 39] and the references therein for
related models. Generally speaking, for a given nonlinear evolution equation,
once a global solution for all time t > 0 has been established, a natural and
interesting question is to ask the asymptotic behaviour of the global solution
as t tends to infinity. The study of the asymptotic behaviour of global solu-
tions to nonlinear evolution equations as time goes to infinity can be divided
into two categories. The first one is to investigate the asymptotic behaviour
of a solution for any given initial datum. The second one is to investigate the
asymptotic behaviour of all global solutions when the initial data vary in a
bounded set. The second category corresponds to the infinite-dimensional dy-
namics for nonlinear evolution equations. In this paper, we shall study these
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two categories of asymptotic behaviour of global solutions to the problem (1)-
(3).
Let us now compare our results with those of other authors. Hoff and Ziane
[17, 18] proved the existence of a compact (global) attractor for the one-
dimensional isentropic compressible viscous flow in a finite interval. Concern-
ing a one-dimensional and a multi-dimensional spherically symmetric heat-
conductive viscous non-isentropic ideal gas, Zheng and Qin [38, 39] proved
the existence of maximal (universal)weak attractors. Qin and Rivera [28, 29]
established the existence of universal weak attractors for a one-dimensional
heat-conductive real gas and for a compressible flow between two horizontal
parallel plates in R3. Furthermore, Qin et al [25, 26, 30] recently established the
existence of a maximal weak attractor in H4, which corresponds to the orbit
governed by the classical solution, for a one-dimensional heat-conductive real
gas and a multi-dimensional spherically symmetric heat-conductive viscous
non-isentropic ideal gas and for the one-dimensional thermoviscoelasticity.
Note that the attractors established in [25, 26, 28-30, 38, 39] are all in the
weak sense, that is, the orbits associated with the global solution are com-
pact in the weak topology in H i (i = 1, 2, 4), where the abstract framework
in [11] was used and the sequence of closed subsequences was established to
overcome the lack of compactness (in the strong topology) of the orbit gen-
erated by the global solution. In this paper, we employ the properties of an
analytic semigroup and delicate new estimates to establish the existence of
uniform compact attractors in the strong sense (i.e., in the strong topology
of H i (i = 1, 2, 4)) for the semiprocesses of a two-parameter family of opera-
tors. This is the first new result of this paper. Note that the problem (1)-(3)
is a non-autonomous problem with the non-autonomous term f , so the sit-
uation here is quite different from those encountered in [25, 26, 28-30, 38,
39] where, caused by the lack of the non-autonomous term f in (1), it is not
necessary to consider the influence of this non-autonomous term to the exis-
tence of global solutions and weak attractors, while in this paper, because of
the non-autonomous term f in (1), we have to investigate in detail the influ-
ence of f to the existence of global solutions and uniform (with respect to f)
compact attractors in H i (i = 1, 2, 4). This is the second new result of this
paper. Moreover, it is well known that continuous dependence of solutions on
initial data is very important, especially when we study infinite-dimensional
dynamics (which is equivalent to the fact that the associated semigroup or
semiprocess of a two-parameter family of operators is continuous with respect
to initial data or the semigroup or semiprocess of a two-parameter family of
operators as an operator is continuous for any but fixed time t and parameter
τ), that is, the semiprocess is (H i

+ × Σ, H i
+)-continuous (i = 1, 2, 4) (see the

definitions of H i
+ and Σ below). For example, we refer to the works by Hoff and

Serre [14], Hoff [16] and Hoff and Zarnowski [15] and the references therein.
In this paper, we establish such a (H i

+×Σ, H i
+)-continuity of the semiprocess.

This is the third new result of the present paper. The differences between
this and the above mentioned papers [25, 26, 28-30, 38, 39] essentially lies in
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the following points: semiprocess via semigroup; non-autonomous system via
autonomous system; uniform (strong) compact attractor via weak compact
attractor and (H i

+ × Σ, H i
+)−continuity of semiprocess via (H i

+, H i
+)− conti-

nuity of semigroup (i.e., continuous dependence of solutions in H i
+ on initial

data, i = 1, 2, 4).
The main objectives of this paper can be summarized as follows:
(1) establish existence and exponential stability of global solutions in H i

+ (i =
1, 2, 4) and the existence of the semiprocess of a two-parameter family of oper-
ators generated by the global solutions in H i

+ (i = 1, 2, 4) for any fixed external
forcing term f(x, t);
(2) prove existence of uniform (with respect to f ∈ Σ) compact attractors for
semiprocesses, generated by the global solutions in H i

+ (i = 1, 2, 4), of a two-
parameter family of operators for any external forcing term f(x, t) varying in
Σ which is a symbol set or a space specified for the different cases later on.
Here we observe that the global (regular) solution in H i

+ (i = 1, 2) is not a
classical solution. In order to investigate the infinite-dimensional dynamics
determined by the global classical solutions, in this paper we first establish
the existence of global solutions, the semiprocess of two-parameter family of
operators and uniform compact attractor in H4

+; then by the standard Sobolev
embedding theorem, it turns out that the global solution in H4

+ is in fact a
classical solution, and the uniform compact attractor in H4

+ corresponds in-
deed to the semiprocess governed by the classical solutions.
Now we define

H i
+ = {(u, v) ∈ H i[0, 1]×H i[0, 1] : v|x=0 = v|x=1 = 0,

1∫
0

udx = 0}, i = 1, 2, 4

which become three metric spaces when equipped with the metrics induced
from the usual norms. Here H1, H2, H4 are the usual Sobolev spaces.
We first transform problem (1)-(3) into the following system

ut = vx, (x, t) ∈ (0, 1)× (τ, +∞), (4)

vt = σ(u)ux + vxx + f(x, t), (x, t) ∈ (0, 1)× (τ, +∞), (5)

v(0, t) = v(1, t) = 0, t ≥ τ, (6)

u(τ, x) = yτ
x ≡ uτ

0, v(τ, x) = yτ
1 (x) ≡ vτ

0 (x), x ∈ (0, 1), τ ∈ R+ (7)

where
u = uτ (x, t) = yτ

x(x, t), v = vτ (x, t) = yτ
t (x, t).

Here we can regard the external forcing term f as a symbol for this non-
autonomous system (4)-(7) with a parameter τ ∈ R+.
The notation in this paper will be as follows:
H i = W i,2, H i

0 = W i
0(i = 1, 2, 4, 6) denote the usual (Sobolev) spaces on (0, 1).

In addition ‖ · ‖B denotes the norm in the space B; we also set ‖ · ‖ = ‖ · ‖L2 .
We denote by W k,p̄(I, B), k ∈ N0, 1 ≤ p̄ ≤ ∞ the space of functions whose
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derivatives up to the order k are Lp̄ integrable from I ⊆ R into a Banach space
B. Subscripts t and x denote the (partial) derivatives in t and x, respectively.
Here we only state results for the problem (4)-(7), while the analogous con-
clusions for the problem (1)-(3) can be easily drawn and will not be presented
in this paper.
Our main results are as follows:

Theorem 1 Let

σ(s) ∈ C1(R), σ(s) > 0, s ∈ R, (8)

and set
E1 = L2(R+, L2(0, 1)) ∩ L1(R+, L2(0, 1)).

Then for any fixed f ∈ E1 and for any (uτ
0, v

τ
0 ) ∈ H1

+, τ ∈ R+, problem (4)-
(7) admits a unique global (regular) weak solution (uτ (t), vτ (t)) ∈ H1

+, which

generates a unique semiprocess
{
U

(1)
f (t, τ)

}
on H1

+ of a two-parameter family
of operators such that for any t ≥ τ ≥ 0,

U
(1)
f (t, τ)(uτ

0, v
τ
0 ) = (uτ (t), vτ (t)) ∈ H1

+, (9)

‖(uτ (t), vτ (t))‖2
H1 +

t∫
τ

(‖uτ‖2
H1 + ‖vτ‖2

H2 + ‖vτ
t ‖2)(s)ds ≤ C1(τ); (10)

here and in the sequel C1(τ) = C1(‖(uτ
0, v

τ
0 )‖H1

+
, ‖f‖E1) > 0 is a generic con-

stant. If we further assume that

‖f(t)‖ ≤ Ĉ1e
−γ1t, t ≥ τ ≥ 0 (11)

for some positive constants γ1 and Ĉ1, then there exists a constant β1 =
β1(C1(τ)) > 0 such that for any fixed β ∈ (0, β1], and any t ≥ τ ≥ 0 we
have

eβt‖(uτ (t), vτ (t))‖2
H1 +

t∫
τ

eβs(‖uτ‖2
H1 + ‖vτ‖2

H2 + ‖vτ
t ‖2)(s)ds

≤ C1(τ)eβτ . (12)

The semiprocess
{
U

(1)
f (t, τ)

}
(f ∈ E1, t ≥ τ ≥ 0) is

(
H1

+×E1, H
1
+

)
-continuous

in the sense that for all fixed t and τ, t ≥ τ, τ ∈ R+, the mapping
(
(u, v), f

)
→

U
(1)
f (t, τ)(u, v) is continuous from H1

+ × E1 to H1
+. Moreover, every fixed

semiprocess
{
U

(1)
f (t, τ)

}
(i.e., f ∈ E1 fixed) possesses a (non-uniform) com-

pact attractor A(1)
{f} in H1

+.
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The following result concerns the uniform compact attractor in H1
+. Observe

the following important fact: The properly defined (uniform) attractor A of
problem (4)-(7) with the symbol f0 must be simultaneously the attractor of
each problem (4)-(7) with the symbol f(t) ∈ H+(f0), which is called the hull
of f0 and defined as

Σ = H+(f0) =
[
f0(t + h)|h ∈ R+

]
E
,

where
[
·
]
E

denotes the closure in some Banach space E.

Theorem 2 Assume that (8) holds, and let

Σ1 = H+(f1) =
[
f1(t + h)|h ∈ R+

]
E1

,

where f1 ∈ E1 is an arbitrary but fixed function. Then for any f ∈ Σ1 and
for any (uτ

0, v
τ
0 ) ∈ H1

+, τ ∈ R+, problem (4)-(7) admits a unique global (reg-
ular) weak solution (uτ (t), vτ (t)) ∈ H1

+, which generates a unique semipro-

cess
{
U

(1)
f |Σ1

(t, τ)
}

on H1
+ of a two-parameter family of operators such that

(9)-(10) hold, where
{
U

(1)
f (t, τ)

}
should be replaced by

{
U

(1)
f |Σ1

(t, τ)
}
; if (11)

holds, then estimate (12) still holds where C1(τ) should be replaced by C∗
1(τ) =

C1(‖(uτ
0, v

τ
0 )‖H1 , ‖f1‖E1). Moreover, the semiprocess

{
U

(1)
f |Σ1

(t, τ)
}
(f

∈ Σ1, t ≥ τ ≥ 0) possesses a uniform (with respect to f ∈ Σ1) compact attrac-
tor AΣ1 satisfying ⋃

f∈Σ1

A(1)
{f} ⊆ AΣ1 .

Remark 3 When τ = 0, the solution (u0(t), v0(t)) ≡ (u(t), v(t)) is the global
solution in H1

+ to problem (4)-(7). Moreover, if f ≡ constant, which corre-

sponds to the autonomous system, then the semiprocess
{
U

(1)
f (t, 0)

}
reduces to

a C0−semigroup on H1
+.

The following theorem concerns the case where the symbol space takes the
form Σ̂1 = H+(f̂1) where f̂1 ∈ E1 ⊆ Ê1 ≡ L2

loc,w(R+, L2(0, 1)) is a transla-

tion compact function in Ê1 in the weak topology, which means that H+(f̂1)
is compact in Ê1. To this end, we consider the Banach space Lp(R+, E)
(1 ≤ p < +∞) of functions g(s), s ∈ R+ with values in a Banach space E
that are locally integrable to the power p in the Bochner sense. In particu-
lar, for any time interval [t1, t2] ⊆ R+,

∫ t2
t1
‖g(s)‖p

Eds < +∞. We denote by
Lp

loc,w(R+, E) (1 < p < +∞) the space Lp
loc(R+, E) (1 < p < +∞) endowed

with the local weak convergence topology of; here E is a reflexive separable Ba-
nach space. Generally, we still denote by Wm,p

loc,w(R+, E) (m ≥ 0 an integer,1 <
p < +∞) the space Wm,p

loc (R+, E) endowed with the local weak convergence
topology, here the space Wm,p

loc (R+, E) consists of all elements g(s) whose all
time derivatives ∂i

sg(s) (0 ≤ i ≤ m) up to order m belong to Lp
loc(R+, E). Thus
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W 0,p
loc,w(R+, E) ≡ Lp

loc,w(R+, E), Wm,2
loc,w(R+, E) ≡ Hm

loc,w(R+, E). Similarly, we
introduce a Banach space Wm,p

b (R+, E) of functions g(s) ∈ Lp
loc(R+, E) char-

acterised by the conditions ∂i
sg(s) ∈ Lp

loc(R+, E)(0 ≤ i ≤ m), and

m∑
i=0

sup
t∈R+

t+1∫
t

‖∂i
sg(s)‖p

Eds < +∞

and equipped the norm

‖g‖W m,p
b

(R+,E) =
{ m∑

i=0

sup
t∈R+

t+1∫
t

‖∂i
sg(s)‖p

Eds
}1/p

.

In particular, we have,

W 0,p
b (R+, E) ≡ Lp

b(R+, E), Wm,2
b (R+, E) ≡ Hm

b (R+, E).

Theorem 4 Assume that (8) holds, and let

Σ̂1 = H+(f̂1) =
[
f̂1(t + h)|h ∈ R+

]
Ê1

where f̂1 ∈ E1 is an arbitrary but fixed function. Then for any f ∈ Σ̂1 and
for any (uτ

0, v
τ
0 ) ∈ H1

+, τ ∈ R+, problem (4)-(7) admits a unique global (reg-
ular) weak solution (uτ (t), vτ (t)) ∈ H1

+, which generates a unique semipro-

cess
{
U

(1)

f |Σ̂1
(t, τ)

}
on H1

+ of a two-parameter family of operators such that

(9)-(10) hold where
{
U

(1)
f (t, τ)

}
should be replaced by

{
U

(1)

f |Σ̂1
(t, τ)

}
; if (11)

holds, then estimate (12) still holds where C1(τ) should be replaced by Ĉ∗
1(τ) =

Ĉ∗
1(‖(uτ

0, v
τ
0 )‖H1 , ‖f̂1‖E1). Moreover, the semiprocess

{
U

(1)

f |Σ̂1
(t, τ)

}
(f

∈ Σ̂1, t ≥ τ ≥ 0) possesses a uniform (with respect to f ∈ Σ̂1) compact attrac-
tor AΣ̂1

satisfying ⋃
f∈Σ̂1

A(1)
{f} ⊆ AΣ̂1

and the following assertions hold:

(1) f̂1 is translation compact in Ê1 and any function f ∈ Σ̂1 = H+(f̂1) is also
translation compact in Ê1, H+(f) ⊆ H+(f̂1);

(2) the set H+(f̂1) is bounded in L2
b(R+, L2(0, 1)) such that

ηf (h) ≤ ηf̂1
(h) < ∞,∀f ∈ Σ̂1

where ηf (h) = supt∈R+

∫ t+h
t ‖f(s)‖2ds;

(3) the translation semigroup T1(t)Σ̂1 = Σ̂1,∀t ≥ 0, where T1(t) : Σ̂1 →
Σ̂1, T1(t)f(s) = f(s + t),∀f ∈ Σ̂1 and the semiprocess

{
U

(1)

f |Σ̂1
(t, τ)

}
sat-
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isfies

U
(1)

f |Σ̂1
(t + h, τ + h) = U

(1)
T1(t)f(s)(t, τ),∀t ≥ τ ≥ 0, h ≥ 0, f ∈ Σ̂1;

(4) the translation semigroup {T1(t)} is continuous on Σ̂1 in the topology of Ê1.
Moreover, there exists a semigroup {S1(t)} acting on H1

+×Σ̂1 by the formula

S1(t)(U, f) = (U
(1)

f |Σ̂1
(t, 0)U, T1(t)f),∀U = (u, v) ∈ H1

+

which possesses a compact attractor A1 being strictly invariant with respect
to S1(t) : S1(t)A1 = A1 for all t ≥ 0 and satisfying

(i) π1A1 = A+
1 = AΣ̂1

is the uniform (with respect to f ∈ Σ̂1) attractor of the

family of semiprocess
{
U

(1)

f |Σ̂1
(t, τ)

}
(f ∈ Σ̂1, t ≥ τ ≥ 0);

(ii) π2A1 = A−
1 = ω(Σ̂1) is the attractor of the semigroup {T1(t)} acting on

Σ̂1 = H+(f̂1) : T1(t)Σ̂1 = Σ̂1 for all t ≥ 0;
(iii) AΣ̂1

= Aω(Σ̂1), which is the uniform (with respect to f ∈ ω(Σ̂1)) attractor

of the family of semiprocesses
{
U

(1)

f |Σ̂1
(t, τ)

}
(f ∈ ω(Σ̂1), t ≥ τ ≥ 0);

(iv) T1(t) is an isometric operator on Σ̂1 in the topology of E1, i.e.,

‖T1(t)g1 − T1(t)g2‖E1 = ‖g1 − g2‖E1 , ∀g1, g2 ∈ Σ̂1

where π1 and π2 are two projectors from H1
+ × Σ̂1 onto H1

+ and Σ̂1 re-

spectively, that is, for all U = (u, v) ∈ H1
+ and for all f ∈ Σ̂1, π1(U, f) =

U, π2(U, f) = f.

Remark 5 It is easy to know that when f ∈ Σ̂1 ⊆ E1, U
(1)
f (t, τ) = U

(1)

f |Σ̂1
(t, τ).

The next result concerns the existence of solutions and uniform compact semi-
process of two-parameter family of operators in H2

+.

Theorem 6 Let

σ(s) ∈ C2(R), σ(s) > 0, s ∈ R, (13)

and set

E2 = L2(R+, H1(0, 1)) ∩H1(R+, L2(0, 1)) ∩ L1(R+, L2(0, 1)).

Then for any fixed f ∈ E2 and for any (uτ
0, v

τ
0 ) ∈ H2

+, τ ∈ R+, problem (4)-
(7) admits a unique global (regular) weak solution (uτ (t), vτ (t)) ∈ H2

+, which

generates a unique semiprocess
{
U

(2)
f (t, τ)

}
on H2

+ of a two-parameter family
of operators such that for any t ≥ τ ≥ 0,

U
(2)
f (t, τ)(uτ

0, v
τ
0 ) = (uτ (t), vτ (t)) ∈ H2

+, (14)
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‖(uτ (t), vτ (t))‖2
H2 +

t∫
τ

(‖uτ‖2
H2 + ‖vτ‖2

H3 + ‖vτ
t ‖2

H1)(s)ds ≤ C2(τ) (15)

here and hereafter C2(τ) = C2(‖(uτ
0, v

τ
0 )‖H2

+
, ‖f‖E2) > 0 is a generic constant.

If we further assume that

‖f(t)‖H1 + ‖ft(t)‖ ≤ Ĉ2e
−γ2t, t ≥ τ ≥ 0 (16)

for some positive constants γ2 and Ĉ2, then there exists a constant 0 < β2 =
β2(C2(τ)) ≤ β1 such that for any fixed β ∈ (0, β2], there holds that for any
t ≥ τ ≥ 0,

eβt‖(uτ (t), vτ (t))‖2
H2 +

t∫
τ

eβs(‖uτ‖2
H2 + ‖vτ‖2

H3 + ‖vτ
t ‖2

H1)(s)ds

≤ C2(τ)eβτ . (17)

The semiprocess
{
U

(2)
f (t, τ)

}
(f ∈ E2, t ≥ τ ≥ 0) is

(
H2

+×E2, H
2
+

)
-continuous

in the sense that for all fixed t and τ, t ≥ τ, τ ∈ R+, the mapping
(
(u, v), f

)
→

U
(2)
f (t, τ)(u, v) is continuous from H2

+ × E2 to H2
+. Moreover, every fixed

semiprocess
{
U

(2)
f (t, τ)

}
(i.e., f ∈ E2 fixed) possesses a (non-uniform) com-

pact attractor A(2)
{f} in H2

+.

Theorem 7 Assume that (13) holds, and let

Σ2 = H+(f2) =
[
f2(t + h)|h ∈ R+

]
E2

where f2 ∈ E2 is an arbitrary but fixed function. Then for any f ∈ Σ2 and
for any (uτ

0, v
τ
0 ) ∈ H2

+, τ ∈ R+, problem (4)-(7) admits a unique global (regu-
lar) weak solution (uτ (t), vτ (t)) ∈ H2

+, which generates a unique semiprocess{
U

(2)
f |Σ2

(t, τ)
}

on H2
+ of a two-parameter family of operators such that (14) and

(15) hold where U
(2)
f (t, τ) should be replaced by U

(2)
f |Σ2

(t, τ); if (16) holds, then
(17) still holds, where C2(τ) should be replaced by C∗

2(τ) = C∗
2(‖(uτ

0, v
τ
0 )‖H2,

‖f2‖E2). Moreover, the semiprocess
{
U

(2)
f |Σ2

(t, τ)
}
(f ∈ Σ2, t ≥ τ ≥ 0) possesses

a uniform (with respect to f ∈ Σ2) compact attractor AΣ2 satisfying⋃
f∈Σ2

A(2)
{f} ⊆ AΣ2 .

Theorem 8 Assume that (13) holds, and let

Σ̂2 = H+(f̂2) =
[
f̂2(t + h)|h ∈ R+

]
Ê2

,

9



Ê2 = L2
loc,w(R+, H1(0, 1)) ∩H1

loc,w(R+, L2(0, 1)),

where f̂2 ∈ E2 is an arbitrary but fixed function. Then for any f ∈ Σ̂2 and
for any (uτ

0, v
τ
0 ) ∈ H2

+, τ ∈ R+, problem (4)-(7) admits a unique global (reg-
ular) weak solution (uτ (t), vτ (t)) ∈ H2

+, which generates a unique semipro-

cess
{
U

(1)

f |Σ̂2
(t, τ)

}
on H2

+ of a two-parameter family of operators such that

(14)-(15) hold where
{
U

(2)
f (t, τ)

}
should be replaced by

{
U

(2)

f |Σ̂2
(t, τ)

}
; if (16)

holds, then estimate (17) still holds where C2(τ) should be replaced by Ĉ∗
2(τ) =

Ĉ∗
2(‖(uτ

0, v
τ
0 )‖H2 , ‖f̂2‖E2). Moreover, the semiprocess

{
U

(2)

f |Σ̂2
(t, τ)

}
(f ∈ Σ̂2, t ≥ τ ≥ 0) possesses a uniform (with respect to (w.r.t) f ∈ Σ̂2)
compact attractor AΣ̂2

satisfying

⋃
f∈Σ̂2

A(2)
{f} ⊆ AΣ̂2

and the following assertions hold:
(1) f̂2 is translation compact in Ê2 and any function f ∈ Σ̂2 = H+(f̂2) is also
translation compact in Ê2, H+(f) ⊆ H+(f̂2);
(2) the set H+(f̂2) is bounded in L2

b(R+, H1(0, 1))∩H1
b (R+, L2(0, 1)) such that

η̂f (h) ≤ η̂f̂2
(h) < +∞,∀f ∈ H+(f̂2)

where η̂f (h) = supt∈R+

∫ t+h
t ‖f(s)‖2

H1ds +
∑1

i=0 supt∈R+

∫ t+h
t ‖∂i

sf(s)‖2ds;

(3) the translation semigroup T2(t)Σ̂2 = Σ̂2,∀t ≥ 0, where T2(t) : Σ̂2 →
Σ̂2, T2(t)f(s) = f(s+t),∀f ∈ Σ̂2 and the semiprocess

{
U

(2)

f |Σ̂2
(t, τ)

}
(f ∈ Σ̂2, t ≥

τ ≥ 0) satisfies

U
(2)

f |Σ̂2
(t + h, τ + h) = U

(2)

T2(t)f(s)|Σ̂2
(t, τ),∀t ≥ τ ≥ 0, h ≥ 0, f ∈ Σ̂2;

(4) the translation semigroup {T2(t)} is continuous on Σ̂2 in the topology of
Ê2.
Moreover, there exists a semigroup {S2(t)} acting on H2

+ × Σ̂2 by the formula

S2(t)(U, f) = (U
(2)

f |Σ̂2
(t, 0)U, T2(t)f),∀U = (u, v) ∈ H2

+

which possesses a compact attractor A2 being strictly invariant with respect to
S2(t) : S2(t)A2 = A2 for all t ≥ 0 and satisfies
(i) π̂1A2 = A+

2 = AΣ̂2
is the uniform attractor of the family of semiprocesses{

U
(2)

f |Σ̂2
(t, τ)

}
(f ∈ Σ̂2, t ≥ τ ≥ 0);
(ii) π̂2A2 = A−

2 = ω(Σ̂2) is the attractor of the semigroup {T2(t)} acting on
Σ̂2 = H+(f̂2) : T2(t)Σ̂2 = Σ̂2 for all t ≥ 0;
(iii) AΣ̂2

= Aω(Σ̂2), which is the uniform (w.r.t. f ∈ ω(Σ̂2)) attractor of the

10



family of semiprocesses
{
U

(2)
f (t, τ)

}
(f ∈ ω(Σ̂2), t ≥ τ ≥ 0);

(iv) T2(t) is an isometric operator on Σ̂2 = H+(f̂2) in the topology of E2, i.e.,

‖T2(t)g1 − T2(t)g2‖E2 = ‖g1 − g2‖E2 , ∀g1, g2 ∈ H+(f̂2).

It is obvious that the global solutions obtained in Theorems 1-8 are not clas-
sical solutions to problem (4)-(7). The following theorems concern the results
in H4

+ which yield the results of classical solutions by the standard embedding
theorem.

Theorem 9 Let

σ(s) ∈ C3(R), σ(s) > 0, s ∈ R, (18)

and set

E3 = H1(R+, H1(0, 1)) ∩H2(R+, L2(0, 1)) ∩ L2(R+, H3(0, 1))

∩ L1(R+, L2(0, 1)) ∩ L∞(R+, H2(0, 1)) ∩W 1,∞(R+, H1(0, 1))

∩W 2,∞(R+, L2(0, 1)).

Then for any fixed f ∈ E3 and for any (uτ
0, v

τ
0 ) ∈ H4

+, τ ∈ R+, problem (4)-(7)
admits a unique global solution (uτ (t), vτ (t)) ∈ H4

+, which generates a unique

semiprocess
{
U

(3)
f (t, τ)

}
on H4

+ of two-parameter family of operators such that
for any t ≥ τ ≥ 0,

U
(3)
f (t, τ)(uτ

0, v
τ
0 ) = (uτ (t), vτ (t)) ∈ H4

+, (19)

‖(uτ (t), vτ (t))‖2
H4 +

t∫
τ

(‖uτ‖2
H4 + ‖vτ‖2

H5 + ‖vτ
t ‖2

H3

+ ‖vτ
tt‖2

H1)(s)ds ≤ C4(τ), (20)

here and hereafter C4(τ) = C4(‖(uτ
0, v

τ
0 )‖H4 , ‖f‖E3) > 0 is a generic constant.

If we further assume that

‖f(t)‖H3 + ‖ft(t)‖H1 + ‖ftt(t)‖ ≤ Ĉ3e
−γ3t, t ≥ τ ≥ 0 (21)

for some positive constants γ3 and Ĉ3, then there exists a constant 0 < β3 =
β3(C4(τ)) ≤ β2 such that for any fixed β ∈ (0, β3], we have

eβt‖(uτ (t), vτ (t))‖2
H4 +

t∫
τ

eβs(‖uτ‖2
H4 + ‖vτ‖2

H5

11



+ ‖vτ
t ‖2

H3 + ‖vτ
tt‖2

H1)(s)ds ≤ C4(τ)eβτ , (22)

for any t ≥ τ ≥ 0. The semiprocess
{
U

(3)
f (t, τ)

}
(f ∈ E3, t ≥ τ ≥ 0) is(

H4
+ × E3, H

4
+

)
-continuous in the sense that for any fixed t and τ, t ≥ τ, τ ∈

R+, the mapping
(
(u, v), f

)
→ U

(3)
f (t, τ)(u, v) is continuous from H4

+ × E3 to

H4
+. Moreover, for any fixed f ∈ E3 , the semiprocess

{
U

(3)
f (t, τ)

}
possesses a

(non-uniform) compact attractor A(3)
{f}.

Theorem 10 Assume that (18) holds, and let

Ê3 = L2(R+, H3(0, 1)) ∩ L1(R+, L2(0, 1)) ∩H1(R+, H2(0, 1))

∩H2(R+, H1(0, 1)) ∩H3(R+, L2(0, 1)),

Σ3 = H+(f3) =
[
f3(t + h)|h ∈ R+

]
Ê3

where f3 ∈ Ê3 is an arbitrary but fixed function. Then for any f ∈ Σ3 and for
any (uτ

0, v
τ
0 ) ∈ H4

+, τ ∈ R+, there exists a unique global solution (uτ (t), vτ (t)) ∈
H4

+ to problem (4)-(7), which generates a unique semiprocess
{
U

(3)
f |Σ3

(t, τ)
}

on

H4
+ of a two-parameter family of operators such that (19)-(20) hold where{
U

(3)
f (t, τ)

}
should be replaced by

{
U

(3)
f |Σ3

(t, τ)
}
; if (21) holds, then (22) still

holds where C4(τ) should be replaced by C∗
4(τ) = C∗

4(‖(uτ
0, v

τ
0 )‖H4 , ‖f3‖Ê3

).

Moreover, the semiprocess
{
U

(3)
f |Σ3

(t, τ)
}
(f ∈ Σ3, t ≥ τ ≥ 0) possesses a uni-

form ( with respect to f ∈ Σ3) compact attractor AΣ3 satisfying⋃
f∈Σ3

A(3)
{f} ⊆ AΣ3 .

Theorem 11 Assume that (18) holds, and let

Ẽ3 = L2
loc,w(R+, H3(0, 1)) ∩H1

loc,w(R+, H2(0, 1))

∩H2
loc,w(R+, H1(0, 1)) ∩H3

loc,w(R+, L2(0, 1)),

Σ̃3 = H+(f̃3) =
[
f̃3(t + h)|h ∈ R+

]
Ẽ3

,

where f̃3 ∈ Ê3 ⊆ Ẽ3 is an arbitrary but fixed function. Then for any f ∈ Σ̃3

and for any (uτ
0, v

τ
0 ) ∈ H4

+, τ ∈ R+, problem (4)-(7) admits a unique global so-

lution (uτ (t), vτ (t)) ∈ H4
+, which generates a unique semiprocess

{
U

(3)

f |Σ̃3
(t, τ)

}
on H4

+ of two-parameter family of operators such that (19)-(20) hold where{
U

(3)
f (t, τ)

}
should be replaced by

{
U

(3)

f |Σ̃3
(t, τ)

}
; if (21) holds, then estimate

(22) still holds where C4(τ) should be replaced by C̃∗
4(τ) = C̃∗

4(‖(uτ
0, v

τ
0 )‖H4,

‖f̃3‖Ê3
). Moreover, the semiprocess

{
U

(3)

f |Σ̃3
(t, τ)

}
(f ∈ Σ̃3, t ≥ τ ≥ 0) possesses

12



a uniform (with respect to f ∈ Σ̃3) compact attractor AΣ̃3
satisfying

⋃
f∈Σ̃3

A(3)
{f} ⊆ AΣ̃3

and the following assertions hold:

(1) f̃3 is translation compact in Ẽ3 and any function f ∈ Σ̃3 = H+(f̃3) is also
translation compact in Ẽ3, H+(f) ⊆ H+(f̃3);

(2) the set H+(f̃3) is bounded in

L2
b(R+, H3(0, 1)) ∩H1

b (R+, H2(0, 1)) ∩H2
b (R+, H1(0, 1)) ∩H3

b (R+, L2(0, 1))

such that

η̃f (h) ≤ η̃f̃3
(h) < +∞,∀f ∈ H+(f̃3)

where

η̃f (h) = sup
t∈R+

t+h∫
t

‖f(s)‖2
H3ds +

1∑
i=0

sup
t∈R+

t+h∫
t

‖∂i
sf(s)‖2

H2ds

+
2∑

i=0

sup
t∈R+

t+h∫
t

‖∂i
sf(s)‖2

H1ds +
3∑

i=0

sup
t∈R+

t+h∫
t

‖∂i
sf(s)‖2ds;

(3) the translation semigroup T3(t)Σ̃3 = Σ̃3,∀t ≥ 0, where T3(t) : Σ̃3 →
Σ̃3, T3(t)f(s) = f(s + t),∀f ∈ Σ̃3 and the semiprocess

{
U

(3)

f |Σ̃3
(t, τ)

}
(f ∈

Σ̃3, t ≥ τ ≥ 0) satisfies

U
(3)

f |Σ̃3
(t + h, τ + h) = U

(3)

T3(t)f(s)|Σ̃3
(t, τ),∀t ≥ τ ≥ 0, h ≥ 0, f ∈ Σ̃3;

(4) the translation semigroup {T3(t)} is continuous on Σ̃3 in the topology of Ẽ3.
Moreover, there exists a semigroup {S3(t)} acting on H4

+ × Σ̃3 by the
formula

S3(t)(U, f) = (U
(3)

f |Σ̃3
(t, 0)U, T3(t)f),∀U = (u, v) ∈ H4

+

which possesses a compact attractor A3 being strictly invariant with respect
to S3(t) : S3(t)A3 = A3 for all t ≥ 0 and satisfying

(i) π̃1A3 = A+
3 = AΣ̃3

is the uniform attractor of the family of semiprocess{
U

(3)

f |Σ̃3
(t, τ)

}
(f ∈ Σ̃3, t ≥ τ ≥ 0);

(ii) π̃2A3 = A−
3 = ω(Σ̃3) is the attractor of the semigroup {T3(t)} acting on

Σ̃3 = H+(f̃3) : T3(t)Σ̃3 = Σ̃3 for all t ≥ 0;
(iii) AΣ̃3

= Aω(Σ̃3), which is the uniform (with respect to f ∈ ω(Σ̃3)) attractor

of the family of semiprocess
{
U

(3)
f (t, τ)

}
(f ∈ ω(Σ̃3), t ≥ τ ≥ 0);

13



(iv) T3(t) is an isometric operator on Σ̃3 = H+(f̃3) in the norm of Ê3, i.e.,

‖T3(t)g1 − T3(t)g2‖Ê3
= ‖g1 − g2‖Ê3

, ∀g1, g2 ∈ Σ̃3

where π̃1 and π̃2, respectively, are two projectors from H4
+ × Σ̃3, that is,

for any U = (u, v) ∈ H4
+, f ∈ Σ̃3, we have π̃1(U, f) = U , π̃2(U, f) = f .

Remark 12 We shall study the case when σ(s) changes sign (i.e., the model
corresponds to phase transitions) in a forthcoming paper.

The rest of this paper is organized as follows. In Section 2, we shall derive
the estimates in H1

+ and shall complete the proofs of Theorems 1-4. Section 3
will be concerned with the estimates in H2

+, and the proofs of Theorems 6-8
will be finished. In Section 4, we shall derive the estimates in H4

+ and shall
complete the proofs of Theorems 9-11.

2 Estimates in H1
+

Lemma 13 Let −Ã be the infinitesimal generator of an analytic semigroup
S(t) defined on a Banach space E. If 0 ∈ ρ(Ã) (the resolvent set of Ã), then
for every t > 0 the operator ÃmS(t) is bounded and

‖ÃmS(t)‖L(E) ≤ C(m)t−me−δt, ∀m ≥ 0,

where C(m) and δ are positive constants independent of t > 0.

Proof. See., e.g., Theorem 6.13 in [23]. �
We consider a closed linear operator A = ∂2

∂x2 : L2(0, 1) → L2(0, 1) with the
domain D(A) = H2(0, 1) ∩H1

0 (0, 1) which satisfies

Au(x) = uxx(x) ∈ L2(0, 1),∀u ∈ D(A). (23)

It is well-known (see, e.g., [23, 36]) that A generates an analytic semigroup of
bounded linear operators {T̂ (t)} on X0 = L2(0, 1) such that

‖T̂ (t)u‖ ≤ ‖u‖, ∀u ∈ X0

with ‖u‖ = ‖u‖X0 , and A has a bounded inverse A−1 given by

(A−1u)(x) =

x∫
0

(x− ξ)u(ξ)dξ + x

1∫
0

(ξ − 1)u(ξ)dξ, ∀u ∈ X0. (24)

14



By (23)-(24), we can regard the function y in (1) as a map from R+ = [0, +∞)
to X0, formally rewrite (1)-(3) in the following abstract Cauchy problem:

ytt(t)− Ayt(t)−By(t) = f(t), t ≥ τ ≥ 0

y(τ) = yτ
0 , yt(τ) = yτ

1 , τ ∈ R+

where y = yτ (t), B is a nonlinear operator defined by

(By)(x) = σ(yx(x))yxx(x)

with a domain D(B) = D(A).
Set V (t) = (vτ

1 (t), vτ
2 (t))T = (yτ

t , Ayτ )T . Then (1)-(3) can be converted into

Vt(t) = AV (t) + C(V (t)) + F (t), t ≥ τ ≥ 0,

V (τ) = V τ
0 ≡ (yτ

1 , Ayτ
0 )T (25)

where

A =

 A σ(0)

A 0

 , (26)

C(V ) =
(
B(A−1vτ

2 )− σ(0)vτ
2 , 0

)T
, F (t) =

(
f(t), 0)T . (27)

It is easily see (see, e.g., [23, 36]) that A can generate an analytic semigroup
of bounded linear operators {T (t)} = {etA} on X0 ×X0.
We now consider the following problem

ztt − Azt − σ(0)Az = 0, (28)

z(τ) = zτ
0 , zt(τ) = zτ

1 (29)

where (zτ
1 , Azτ

0 ) ∈ X0 × X0 and z = zτ (t). Then problem (28)-(29) can be
changed into

Wt = AW, t ≥ τ ≥ 0; W (τ) = W τ
0 = (zτ

1 , Azτ
0 )T ∈ X0 ×X0 (30)

where

W (t) = (wτ
1 , w

τ
2)

T = (zτ
t , Azτ )T = T (t− τ)W τ

0 , t ≥ τ ≥ 0. (31)

Thus it follows from (30)-(31) that V (t) satisfies

V (t) = T (t− τ)V τ
0 +

t∫
τ

T (t− s)[C(V (s)) + F (s)]ds, t ≥ τ ≥ 0. (32)
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The following lemma concerns the properties on the semigroup {T (t)}.

Lemma 14 For any t ≥ τ + 1, τ ≥ 0, there exist some positive constants
K1 = K1(τ) and α (an absolute constant) such that

‖T (t− τ)W τ
0 ‖H6×H5 ≤ K1e

−αt/2‖W τ
0 ‖X0×X0 .

for any W τ
0 ∈ X0 ×X0, τ ∈ R+.

PROOF. Without of loss of generality, we prove this lemma only for τ = 0.
We write W0 = W 0

0 = (z1, Az0)
T , W 0(t) = W (t) = (w1(t), w2(t))

T = (zt, Az)T .
Put

û = zx, v̂ = zt. (33)

Then (28)-(29) takes the form

ût − v̂x = 0, (34)

v̂t − v̂xx − σ(0)ûx = 0, (35)

v̂|x=0,1 = 0, (36)

û|t=0 = û0 = z0,x(x), v̂|t=0 = z1(x)

where W0 = (z1, Az0)
T ∈ X0 ×X0. First from (34) and (36), we know

1∫
0

ûdx =

1∫
0

z0,xdx = 0, ‖û‖ ≤ ‖ûx‖, ‖v̂‖ ≤ ‖v̂x‖. (37)

Multiplying (35) by v̂te
αt in L2(0, 1) yields

1

2

d

dt

{
(‖v̂(t)‖2 + σ(0)‖û(t)‖2)eαt

}
+ (1− α/2)‖v̂x(t)‖2eαt

≤ [ασ(0)/2]‖û(t)‖2eαt. (38)

Multiplying (35) by ûxe
αt in L2(0, 1) and using (34) we arrive at

d

dt

{
[
1

2
‖ûx(t)‖2 − (v̂, ûx)]e

αt
}

+ (σ(0)− α)‖ûx(t)‖2eαt

≤ [(α/2)‖v̂(t)‖2 + ‖v̂x(t)‖2]eαt (39)

where (v̂, ûx) =
∫ 1
0 v̂ûxdx. Multiplying (39) by a parameter λ ∈ (0, 1) and

adding the resulting inequality to (38), we readily derive
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d

dt
G1(t) + (1− α/2− λα/2− λ)‖v̂x(t)‖2eαt

+ [λ(σ(0)− α)− ασ(0)/2]‖ûx(t)‖2eαt ≤ 0 (40)

where

G1(t) =
{σ(0)

2
‖û(t)‖2 +

1

2
‖v̂(t)‖2 +

λ

2
‖ûx(t)‖2 − λ(v̂, ûx)

}
eαt.

Now fixing λ ∈ (0, 1) and picking α > 0 so small that

0 < α < min {2(1− λ)

1 + λ
,

2λσ(0)

σ(0) + 2λ
} ≡ α0

and noting that

1

2
‖v̂(t)‖2 +

α

2
‖ûx(t)‖2 − λ(v̂, ûx) ≥ C0(λ)(‖v̂(t)‖2 + ‖ûx(t)‖2) (41)

with C0(λ) = λ(1−λ)
2

, we finally deduce from (40)-(41) that for any α ∈ (0, α0)
and for any t ≥ 1,

eαt(‖û(t)‖2
H1 + ‖v̂(t)‖2) +

t∫
1

(‖v̂x‖2 + ‖ûx‖2)(s)eαsds

≤Cα(‖û(1)‖2
H1 + ‖v̂(1)‖2) (42)

here and hereafter Cα = C(α) > 0 is a generic constant depending only on α
and λ.
Analogously, we have from (35) for α ∈ (0, α0),

d

dt
(‖v̂x(t)‖2eαt) + ‖v̂t(t)‖2eαt ≤ (α/2)‖v̂x(t)‖2eαt + (σ2(0)/2)‖ûx(t)‖2eαt

which, along with (42), yields that for any α ∈ (0, α0), t ≥ 1,

eαt‖v̂x(t)‖2 +

t∫
1

‖v̂t(s)‖2eαsds

≤Cα‖v̂x(1)‖2 + Cα

t∫
1

(‖v̂x‖2 + ‖ûx‖2)(s)eαsds

≤Cα(‖û(1)‖2
H1 + ‖v̂(1)‖2

H1). (43)

Thus it follows from (42) and (43) that for any α ∈ (0, α0) and for any t ≥ 1,
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eαt(‖û(t)‖2
H1 + ‖v̂(t)‖2

H1) +

t∫
1

(‖v̂‖2
H2 + ‖û‖2

H1)(s)eαsds

≤Cα(‖û(1)‖2
H1 + ‖v̂(1)‖2

H1). (44)

Differentiating (35) with respect to t, multiplying the resulting equation by
eαtv̂t in L2(0, 1), and using (43) and (44), we immediately obtain that for any
α ∈ (0, α0) and for any t ≥ 1,

eαt(‖v̂xx(t)‖2 + ‖v̂t(t)‖2) +

t∫
1

‖v̂tx(s)‖2eαs(s)ds

≤Cα‖v̂t(1)‖2 + Cα

t∫
1

(‖v̂t‖2 + ‖v̂xx‖2)(s)eαsds

≤Cα(‖û(1)‖2
H1 + ‖v̂(1)‖2

H1 + ‖v̂t(1)‖2). (45)

Obviously, we have from (34)-(35),

ûtxx + σ(0)ûxx = v̂tx. (46)

Multiplying (46) by eαtûxx in L2(0, 1), we get

1

2

d

dt
[‖ûxx(t)‖2eαt] + (σ(0)− α)‖ûxx(t)‖2eαt ≤ (2α)−1‖v̂tx(t)‖2eαt. (47)

Combined with (43)-(45) it follows that for any α ∈ (0, α0) and for any t ≥ 1

eαt(‖û(t)‖2
H2 + ‖v̂(t)‖2

H2 + ‖v̂t(t)‖2)

+

t∫
1

(‖v̂‖2
H3 + ‖û‖2

H2 + ‖v̂t‖2
H1)(s)eαsds

≤Cα(‖û(1)‖2
H2 + ‖v̂(1)‖2

H1) + ‖v̂t(1)‖2). (48)

Clearly, differentiating (35) with respect to x and t respectively, and using
(34), we have

‖v̂xxx(t)‖≤C(‖v̂tx(t)‖+ ‖ûxx(t)‖),
‖v̂xxxx(t)‖≤C(‖v̂tt(t)‖+ ‖v̂xx(t)‖+ ‖ûxx(t)‖). (49)

Differentiating (35) with respect to t, multiplying the resulting equation by
eαtv̂tt in L2(0, 1), we derive
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d

dt

{1

2
(‖v̂tt(t)‖2 + σ(0)‖v̂tx(t)‖2)eαt

}
+ (1− α/2)‖v̂ttx(t)‖2eαt

≤ (α/2)‖v̂ttx(t)‖2eαt + (σ(0)α/2)‖v̂tx(t)‖2eαt

which, using (49) and (50), gives us for any α ∈ (0, α1), α1 = min(α0, 1/2) and
for any t ≥ 1,

eαt(‖v̂tt(t)‖2 + ‖v̂tx(t)‖2 + ‖v̂xxx(t)‖2) +

t∫
1

‖v̂ttx(s)‖eαsds

≤Cα(‖v̂tt(1)‖2 + ‖û(1)‖2
H2 + ‖v̂(1)‖2

H1 + ‖v̂t(1)‖2
H1). (50)

Differentiating (46) with respect to x, multiplying the resulting equation by
eαtûxxx in L2(0, 1), using (43), (44) and (50), for any α ∈ (0, α1) and any t ≥ 1
we obtain

‖ûxxx(t)‖2eαt +

t∫
1

‖ûxxx(s)‖2eαsds

≤Cα‖ûxxx(1)‖2 + Cα

t∫
1

eαs‖v̂txx(s)‖2ds

≤Cα(‖û(1)‖2
H3 + ‖v̂(1)‖2

H1 + ‖v̂t(1)‖2
H1 + ‖v̂tt(1)‖2). (51)

Using (48) and (49), gives us for any α ∈ (0, α1), α1 = min(α0, 1/2) and for
any t ≥ 1,

eαt‖v̂xxxx(t)‖2 +

t∫
1

‖v̂xxxx(s)‖eαsds

≤Cα(‖v̂tt(1)‖2 + ‖û(1)‖2
H3 + ‖v̂(1)‖2

H1 + ‖v̂t(1)‖2
H1). (52)

Similarly us (51), we differentiate (46) with respect to x twice to obtain

1

2

d

dt
[‖ûxxxx(t)‖2eαt] + (σ(0)− α)‖ûxxxx(t)‖2eαt =

1∫
0

v̂txxxûxxxxdxeαt

≤ (α/2)‖ûxxxx(t)‖2eαt + (2α)−1‖v̂txxx(t)‖2eαt

≤ (α/2)‖ûxxxx(t)‖2eαt + Cα−1(‖v̂ttx(t)‖2 + ‖v̂xxx(t)‖2)eαt.

Thus the relations(43)-(44), (50) and (52) together with(35) yield

‖∂5
xv̂(t)‖ ≤ C(‖v̂ttx(t)‖+ ‖v̂xxx(t)‖+ ‖ûxxxx(t)‖), (53)

19



and we obtain for any α ∈ (0, α1) and t ≥ 1,

‖ûxxxx(t)‖2eαt +

t∫
1

‖ûxxxx(s)‖2eαsds

≤ Cα‖ûxxxx(1)‖2 + C(α)−1

t∫
1

eαs(‖v̂ttx(s)‖2 + ‖v̂xxx(s)‖2)ds

≤ Cα(‖û(1)‖2
H4 + ‖v̂(1)‖2

H1 + ‖v̂t(1)‖2
H1 + ‖v̂tt(1)‖2).

Thus from (43)-(44), (50)-(53) it follows that for any α ∈ (0, α1), t ≥ 1,

eαt{‖û(t)‖2
H4 + ‖v̂(t)‖2

H4 + ‖v̂t(t)‖2
H2 + ‖v̂tt(t)‖2}

+

t∫
1

eαs(‖û‖2
H4 + ‖v̂‖2

H5 + ‖v̂t‖2
H3 + ‖v̂tt‖2

H1)(s)eαsds

≤ Cα(‖û(1)‖2
H4 + ‖v̂(1)‖2

H1 + ‖v̂t(1)‖2
H1 + ‖v̂tt(1)‖2). (54)

Similarly as (50),

1

2

d

dt
{(‖v̂ttt(t)‖2 + σ(0)‖v̂ttx(t)‖2)eαt}

+ (1− α/2)‖v̂tttx(t)‖2eαt ≤ (σ(0)α/2)‖v̂ttx(t)‖2eαt (55)

which with (54) and (38) implies for any α ∈ (0, α1) and for any t ≥ 1,

{‖v̂ttt(t)‖2 + ‖v̂ttx(t)‖2 + ‖v̂txx(t)‖2}eαt +

t∫
1

eαs(‖v̂tttx‖2 + ‖v̂ttt‖2)(s)ds

≤ Cα{‖û(1)‖2
H2 + ‖v̂(1)‖2

H1 + ‖v̂t(1)‖2
H1 + ‖v̂tt(1)‖2

H1 + ‖v̂ttt(1)‖2}. (56)

From (35), we get

v̂txxxx = v̂ttt − σ(0)v̂xxx − σ(0)v̂tt + σ3(0)v̂xx, (57)

which implies that for any α ∈ (0, α1) and for any t ≥ 1,

t∫
1

‖v̂txxxx(s)‖2eαsds

≤ Cα{‖û(1)‖2
H2 + ‖v̂(1)‖2

H1 + ‖v̂t(1)‖2
H1 + ‖v̂tt(1)‖2

H1 + ‖v̂ttt(1)‖2}. (58)
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Similarly to (47),

1

2

d

dt
(‖ûxxxxx(t)‖2eαt) + (σ(0)− α)‖ûxxxxx(t)‖2eαt ≤ (2α)−1‖v̂txxxx(t)‖2eαt

whence, by (55)-(57),

‖ûxxxx(t)‖2eαt +

t∫
1

‖ûxxxxx(s)‖2eαsds

≤ Cα{‖û(1)‖2
H5 + ‖v̂(1)‖2

H1 + ‖v̂t(1)‖2
H1 + ‖v̂tt(1)‖2

H1 + ‖v̂ttt(1)‖2}.(59)

In an analogous manner, from (35), (55)-(58) it follows that for any t ≥ 1 and
for any α ∈ (0, α1),

‖∂6
xv̂(t)‖2≤Cα(‖v̂ttt(t)‖+ ‖v̂xx(t)‖H1 + ‖∂5

xû(t)‖+ ‖v̂tt(t)‖)
≤Cα[‖û(1)‖2

H5 + ‖v̂(1)‖2
H1 + ‖v̂t(1)‖2

H1

+ ‖v̂tt(1)‖2
H1 + ‖v̂ttt(1)‖2]e−αt. (60)

We get from (35)

∂5
xv̂t = v̂tttx − 2σ(0)v̂ttx + 2σ2(0)v̂xxx + σ2(0)ûxxxx

which, along with (55)-(59), gives for any t ≥ 1,

t∫
1

‖∂5
t v̂(s)‖2eαsds≤Cα{‖û(1)‖2

H5 + ‖v̂(1)‖2
H1 + ‖v̂t(1)‖2

H1

+ ‖v̂tt(1)‖2
H1 + ‖v̂ttt(1)‖2}. (61)

Applying the operator ∂5
x to (35) and using (34), we obtain

1

2

d

dt
{‖∂6

xû(t)‖2eαt}+ (σ(0)− α)‖∂6
xû(t)‖2eαt ≤ (2α)−1‖∂5

xv̂t(t)‖2eαt

which, together with (61), yields for any α ∈ (0, α1) and any t ≥ 1,

‖∂6
xû(t)‖2eαt +

t∫
1

‖∂6
xû(s)‖2eαs

≤ Cα{‖û(1)‖2
H5 + ‖v̂(1)‖2

H1 + ‖v̂t(1)‖2
H1 + ‖v̂tt(1)‖2

H1 + ‖v̂ttt(1)‖2}. (62)

Thus it follows from (34)-(35),(43)-(44), (50)-(62) that
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{‖û(t)‖2
H6 + ‖v̂(t)‖2

H6 + ‖v̂t(t)‖2
H2 + ‖v̂tt(t)‖2

H1 + ‖v̂ttt(t)‖2}eαt

≤ G0(1), (63)

t∫
1

[‖û‖2
H6 + ‖v̂‖2

H7 + ‖v̂t‖2
H5 + ‖v̂tt‖2

H3 + ‖v̂ttt‖2
H1 ](s)eαsds ≤ G0(1) (64)

for any α ∈ (0, α1), t ≥ 1 where

G0(1) = ‖û(1)‖2
H6 + ‖v̂(1)‖2

H1 + ‖v̂t(1)‖2
H1 + ‖v̂tt(1)‖2

H1 + ‖v̂ttt(1)‖2.

Since
{
T (t)

}
is an analytic semigroup on X0 ×X0 with its infinitesimal gen-

erator A, it is easy to prove by the regularity of elliptic equations that

0 ∈ ρ(A) (65)

where ρ(A) is the resolvent set of A. Thus from Lemma 13 and the relation
(65) it follows that for any t > 0, m ≥ 0,

‖AmT (t)‖L(X0) ≤ C(m)t−me−δt, (66)

where δ > 0 and C(m) are positive constants depending only on the operator
A and m, but independent of t. Noting that

ûx(t) = w2(t), v̂ = w1(t),

from (33), (37) and (66) we easily obtain

‖û(1)‖H6 ≤C‖w2(1)‖H5

≤C{‖w2(1)‖+ ‖Aw2(1)‖+ ‖A2w2(1)‖‖A3w2(1)‖}
≤C{‖W (1)‖+ ‖AW (1)‖+ ‖A2W (1)‖+ ‖A3W (1)‖}
≤C{‖T (1)‖L(X0) + ‖AT (1)‖L(X0) + ‖A2T (1)‖L(X0)

+ ‖A3T (1)‖L(X0)}‖W0‖ ≤ C‖W0‖, (67)

‖v̂(1)‖H1 = ‖w1(1)‖H1 ≤ C(‖T (1)‖L(X0)

+ ‖AT (1)‖L(X0))‖W0‖ ≤ C‖W0‖, (68)

‖v̂t(1)‖= ‖w1t(1)‖ ≤ ‖Wt(1)‖ ≤ ‖AT (1)‖L(X0)‖W0‖ ≤ C‖W0‖, (69)

‖v̂ttt(1)‖= ‖w1ttt(1)‖ ≤ ‖Wttt(1)‖ ≤ ‖AWtt(1)‖
≤‖AT (1)‖L(X0)‖W0‖ ≤ C‖W0‖, (70)

‖v̂ttx(1)‖= ‖w1ttx(1)‖ ≤ C(‖w1tt(1)‖+ ‖Aw1tt(1)‖) (71)

≤C(‖Wttt(1)‖+ ‖AWttt(1)‖)
≤C{‖A2T (1)‖L(X0) + ‖A3T (1)‖L(X0)}‖W0‖ ≤ C‖W0‖, (72)

‖v̂tt(1)‖= ‖w1tt(1)‖ ≤ ‖Wtt(1)‖ ≤ ‖A2T (1)‖L(X0)‖W0‖ ≤ C‖W0‖, (73)
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‖v̂tx(1)‖= ‖w1tx(1)‖ ≤ C(‖w1t(1)‖+ ‖w1t(1)‖)
≤C{‖AT (1)‖L(X0) + ‖A2T (1)‖L(X0)}‖W0‖ ≤ C‖W0‖, (74)

where C > 0 is a generic constant depending only on the operators A and
T (t), but independent of t > 0. Thus we finally deduce from (64), (67)-(73)
that

G0(1) ≤ C‖W0‖
which, together with (63), gives us

‖T (t)W0‖H6×H5 = ‖W (t)‖H6×H5

≤‖(û, v̂)‖H6×H6 ≤ G0(1) ≤ K1‖W0‖e−αt.

for any α ∈ (0, α1) and for any t ≥ 1. This proves Lemma 14. �

Lemma 15 If a family of semiprocesses
{
Ug(t, τ)

}
(g ∈ Σ, t ≥ τ ≥ 0) (sym-

bol set) is uniformly asymptotically (with respect to g ∈ Σ) compact, then it
possesses the uniform compact attractor AΣ.

PROOF. See, e.g., p.131, Theorem 1.1 in [4]. �

Lemma 16 If a family of semiprocesses
{
Ug(t, τ)

}
(g ∈ Σ, t ≥ τ ≥ 0)(symbol

set) is uniformly asymptotically (with respect to g ∈ Σ) compact, then for any
subset Σ′ ⊆ Σ there exists a uniform (with respect to g ∈ Σ′) attractor AΣ′

of the family
{
Ug(t, τ)

}
(g ∈ Σ′) such that AΣ′ ⊆ AΣ. The inclusion can be

proper.

PROOF. See, e.g., p.131, Corollary 1.1 in [4]. �

Lemma 17 Let E be a reflexive separable Banach space and suppose that
p > 1. A function g(s) ∈ Lp

loc(R+, E) is translation compact in Lp
loc,w if and

only if g(s) is translation bounded in Lp
loc(R+, E),

‖g‖p
Lp

b
(R+,E) = sup

t∈R+

t+1∫
t

‖g(s)‖p
Eds < +∞.

PROOF. See, e.g., p.105, Proposition 4.1 in [4]. �

Lemma 18 Let g(s) be translation compact in Lp
loc,w(R+, E). Then

(1) any function g1 ∈ H+(g) is also translation compact in Lp
loc,w(R+, E); more-

over, H+(g1) ⊆ H+(g);
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(2) the set H+(g) is bounded in Lp
b(R+, E), and ηg1(h) ≤ ηg(h) for any g1 ∈

H+(g);

(3) the translation group
{
T̃ (t)

}
is continuous on H+(g) in the topology of

Lp
loc,w(R+, E);

(4) T̃ (t)H+(g) = H+(g) for all t ∈ R+.

PROOF. See, e.g., p.106, Proposition 4.2 in [4]. �

Lemma 19 Let a family of semiprocess
{
Ug(t, τ)

}
(g ∈ Σ, t ≥ τ ≥ 0) (symbol

set) acting on the space E be uniformly asymptotically (with respect to g ∈ Σ)
compact and (E × Σ, E)-continuous. Moreover, let Σ be a bounded complete

metric space, and let a continuous asymptotically compact semigroup
{
T̂ (t)

}
satisfying the translation identity

Ug(t + h, τ + h) = UT̂ (t)g(t, τ), t ≥ τ ≥ 0, h ≥ 0, g ∈ Σ

act on Σ,
{
T̂ (t)

}
: Σ → Σ, t ≥ 0. Then the semigroup

{
S(t)

}
acting on E×Σ

by the formula

S(t)(u, g) = (Ug(t, 0)u, T̂ (t)g),∀t ≥ 0, (u, g) ∈ E × Σ1

possesses the compact attractor A, which is strictly invariant with respect to{
S(t)

}
: S(t)A = A for any t ≥ 0; moreover,

(1) π1A = A1 = AΣ is the uniform (with respect to g ∈ Σ) attractor of the
family of semiprocess;

(2) π2A = A2 = ω(Σ) is the attractor of the semigroup
{
T̂ (t)

}
acting on Σ :

T̂ (t)ω(Σ) = ω(Σ), for any t ≥ 0;
(3) AΣ = Aω(Σ), where Aω(Σ) is the uniform attractor of the family of semipro-

cesses
{
Ug(t, τ)

}
(g ∈ ω(Σ), t ≥ τ ≥ 0).

PROOF. See, e.g., p.134, Theorem 2.1 in [4]. �

Proof of Theorem 1 Multiplying (5) by v in L2(0, 1), we obtain

d

dt
‖v(t)‖2 + ‖vx(t)‖2 + 2

d

dt

1∫
0

u(t)∫
τ

s∫
0

σ(ξ)dξdsdx ≤ ‖f(t)‖2

which yields for any t ≥ τ
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‖v(t)‖2 +

t∫
τ

‖vx(s)‖2ds + 2

1∫
0

u(t)∫
τ

s∫
0

σ(ξ)dξdsdx

≤‖vτ
0 (x)‖2 + 2

1∫
0

uτ
0∫

τ

s∫
0

σ(ξ)dξdsdx +

t∫
τ

‖f(s)‖2ds. (75)

Analogously, multiplying (5) by ux, using (4), it follows that

d

dt

{1

2
‖ux‖2 − (v, ux)

}
+

1∫
0

σ(u)u2
xdx = ‖vx‖2 − (f, ux) (76)

which, together with (75), implies

1

2
‖ux(t)‖2 +

t∫
τ

1∫
0

σ(u)u2
xdxds ≤ 1

4
‖ux(t)‖2 + ‖v(t)‖2 +

1

2
‖uτ

0,x‖2

− (vτ
0 , u

τ
0,x) +

t∫
τ

‖vx(s)‖2ds +

t∫
τ

‖f(s)‖‖ux(s)‖ds

≤ 1

4
‖ux(t)‖2 +

t∫
τ

‖f‖2ds +

t∫
τ

‖f(s)‖‖ux(s)‖ds + H1 (77)

for

H1 =
1

2
‖uτ

0‖2 + ‖vτ
0‖‖uτ

0‖+ ‖vτ
0‖2 + 2

1∫
0

uτ
0∫

τ

s∫
0

σ(ξ)dξdsdx ≤ C1(τ).

Thus,

F 2(t) ≤ H(t) +

t∫
τ

F (s)G(s)ds, t ≥ τ ≥ 0

with F (t) = 1
2
‖ux(t)‖, G(t) = 2‖f(t)‖, H(t) =

∫ t
τ ‖f(s)‖2ds + H1, which gives

us

1

4
‖ux(t)‖ =

1

2
F (t) ≤ 1

2

t∫
τ

G(s)ds + sup
τ≤s≤t

H1/2(s) ≤ C1(τ). (78)

From (4) we have

1∫
0

uτ
0dx =

1∫
0

udx = 0 (79)
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which yields, together with Poincaré’s inequality,

‖u(t)‖L∞ ≤C‖ux(t)‖ ≤ C1(τ), (80)

C−1
1 (τ)≤σ(u) ≤ C1(τ). (81)

From (77) and (81), we obtain

t∫
τ

‖ux(s)‖2ds ≤ C1(τ), t ≥ τ ≥ 0. (82)

Now multiplying (5) by vt in L2(0, 1), we have

d

dt
‖vx(t)‖2 + ‖vt(t)‖2 ≤ 2‖σ(u)‖L∞‖ux(t)‖2.

In view of (78) and (80)-(82), we get for t ≥ τ ≥ 0,

‖vx(t)‖2 +

t∫
τ

‖vt(s)‖2ds ≤ C1(τ)

t∫
τ

‖ux(s)‖2ds + C1(τ) ≤ C1(τ)

which, according to (6), (35) and (78)-(82), gives us for t ≥ τ ≥ 0,

‖vx(t)‖2 +

t∫
τ

(‖u‖2
H1 + ‖v‖2

H2 + ‖vt‖2)(s)ds ≤ C1(τ). (83)

Therefore (10) follows from (78), (80)-(82) and (83) and hence the solution
(u(t), v(t)) exists globally in time in H1

+ for any given initial datum (uτ
0, v

τ
0 ) ∈

H1
+, τ ∈ R+.

Multiplying (5) by eβtv in L2(0, 1), and using (4), we derive

‖v(t)‖2eβt +

t∫
τ

‖vx(s)‖2eβsds

≤C1(τ)eβτ + C1(τ)βeβt(‖v(t)‖2 + ‖u(t)‖2) +

t∫
τ

‖f(s)‖2eβsds

≤C1(τ)eβτ + C1(τ)βeβt(‖v(t)‖2 + ‖ux(t)‖2) +

t∫
τ

‖f(s)‖2eβsds

which implies that there is a constant β1 = β1(C1(τ)) > 0 such that for any
β ∈ (0, β1],
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‖v(t)‖2eβt +

t∫
τ

‖vx(s)‖2eβsds

≤C1(τ)eβτ + C1(τ)βeβt‖ux(t)‖2 +

t∫
τ

‖f(s)‖2eβsds (84)

where we have used the following estimate by (79)-(81):

∣∣∣∣∣∣∣
1∫

0

u(t)∫
τ

s∫
0

σ(ξ)dξdsdx

∣∣∣∣∣∣∣≤C1(τ)

1∫
0

|u(t)|∫
0

sdsdx ≤ C1(τ)‖u(t)‖2

≤C1(τ)‖ux(t)‖2. (85)

Analogously, multiplying (76) by eβt, we obtain

{
1

2
‖ux(t)‖2 − (v, ux)

}
eβt + C−1

1 (τ)

t∫
τ

‖ux(s)‖2eβsds

≤C1(τ)eβτ + C1(τ)β

t∫
τ

eβs(‖ux‖2 + ‖vx‖2)(s)ds

+

t∫
τ

eβs‖vx(s)‖2ds +

t∫
τ

‖f(s)‖‖ux(s)‖eβsds

which, combined with (84), gives us for any β ∈ (0, β1],

{
1

2
‖ux‖2 − (v, ux)

}
eβt + C−1

1 (τ)

t∫
τ

‖ux(s)‖2eβsds

≤C1(τ)eβτ + C1(τ)β

t∫
τ

eβs(‖ux‖2 + ‖vx‖2)(s)ds

+ C1(τ)

t∫
τ

eβs‖f(s)‖‖ux(s)‖ds

+ C1(τ)βeβt(‖v(t)‖2 + ‖ux(t)‖2) +

t∫
τ

‖f(s)‖2ds. (86)

Noting that

1

2
‖ux(t)‖2 − ‖v(t)‖‖ux(t)‖+ ‖v(t)‖2 ≥ 1

8
(‖ux(t)‖2 + ‖v(t)‖2)
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and summing up (84) and (86), we see that there exists a positive constant
β1 = β1(C1(τ)) ≤ min[β1, γ1/2, 1/(2C1(τ)2)] such that for β ∈ (0, β1],

[‖v(t)‖2 + ‖ux(t)‖2]eβt +

t∫
τ

(‖ux‖2 + ‖vx‖2)(s)eβsds

≤C1(τ)eβτ + C1(τ)

t∫
τ

‖f(s)‖2eβsds ≤ C1(τ)eβτ . (87)

Multiplying (5) by eβtvt in L2(0, 1) and using (87), we get for any β ∈ (0, β1],

‖vx(t)‖2eβt +

t∫
τ

eβs‖vt(s)‖2ds ≤ C1(τ)eβτ . (88)

Thus the combination of (87) and (88) gives (12). In the sequel, we will show
the uniqueness of the global solution (u(t), v(t)) in H1

+. To this end, we assume
that (uτ

i (t), v
τ
i (t)) = (ui(t), vi(t)) (i = 1, 2) are two global solutions corre-

sponding to the initial data (uτ
0,i, v

τ
0,i) and external forces f i(t) ∈ E1(i = 1, 2),

respectively. We write

u = u1 − u2, v = v1 − v2, f = f 1 − f 2.

Then (u, v) satisfies

ut = vx, t ≥ τ, (89)

vt = σ(u1)ux + vxx +
(
σ(u1)− σ(u2)

)
u2x + f, t ≥ τ, (90)

v(0, t) = v(1, t) = 0, t ≥ τ, (91)

u(0, x) = uτ
0,1 − uτ

0,2 ≡ uτ
0, v(0, x) = vτ

0,1 − vτ
0,2 ≡ vτ

0 . (92)

Multiplying (89) and (90) by u and vt in L2(0, 1) respectively, and using the
embedding theorem and the mean value theorem, we derive

d

dt
‖u(t)‖2≤ 1

2
(‖vx(t)‖2 + ‖u(t)‖2), (93)

d

dt
‖v(t)‖2 + 2‖vx(t)‖2≤C1(τ)(‖u(t)‖2

H1 + ‖v(t)‖2 + ‖f(t)‖2), (94)

1

2

d

dt
‖vx(t)‖2 + ‖vt(t)‖2≤ 1

2
‖vt(t)‖2 + C1(τ)(‖ux(t)‖2 + ‖f(t)‖2)

+ C‖σ(u2)− σ(u1)‖2
L∞‖u2x(t)‖2

≤ 1

2
‖vt(t)‖2 + C1(τ)(‖u(τ)‖2

H1 + ‖f(t)‖2)
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or

d

dt
‖vx(t)‖2 + ‖vt(t)‖2 ≤ C1(τ)(‖ux(t)‖2 + ‖f(t)‖2). (95)

Here and in the following in the proof C1(τ) denotes the generic positive
constant depending only on ‖(uτ

0,i, v
τ
0,i)‖H1 and ‖f i‖E1 (i = 1, 2). Multiplying

(90) by ux and using (89), we derive

d

dt

{1

2
‖ux(t)‖2− (v, ux)

}
+

1∫
0

σ(u1)u
2
xdx

≤C1(τ)(‖u(t)‖2
H1 + ‖vx(t)‖2 + ‖f(t)‖2). (96)

Noting that

7

16
(‖u(t)‖2

H1 + ‖v(t)‖2
H1) ≤ F1(t) ≤

5

4
(‖u(t)‖2

H1 + ‖v(t)‖2
H1) (97)

where

F1(t) = ‖u(t)‖2 +
1

2
‖ux(t)‖2 − (v, ux) + ‖v(t)‖2 + ‖vx(t)‖2,

and adding up (93)-(96), we obtain

d

dt
F1(t)≤C1(τ)

{
‖u(t)‖2

H1 + ‖v(t)‖2
H1 + ‖f(t)‖2

}
≤C1(τ)(F1(t) + ‖f(t)‖2), t ≥ τ ≥ 0 (98)

which, by the Gronwall’s inequality, gives us

F1(t) ≤
{
F1(τ) + C1(τ)

∞∫
τ

‖f(s)‖2ds
}
eC1(τ)(t−τ), t ≥ τ ≥ 0. (99)

Thus it follows from (97) and (99) that

‖u(t)‖2
H1 + ‖v(t)‖2

H1 ≤ eC1(τ)(t−τ)t{‖uτ
0,1 − uτ

0,2‖2
H1 + ‖vτ

0,1 − vτ
0,2‖2

H1

+ C1(τ)‖f‖2
E1
}. (100)

First, the estimate (100) readily implies the uniqueness of the global solu-
tion (u(t), v(t)) ∈ H1

+ to problem (4)-(7) for any arbitrary but fixed external
force f ∈ E1, and hence by the uniqueness there exists a unique semipro-
cess

{
U

(1)
f (t, τ)

}
, which is generated by the global weak (regular) solution
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(u(t), v(t)) = (uτ (t), vτ (t)) ∈ H1
+ with the initial datum (uτ

0, v
τ
0 ) ∈ H1

+ such
that (9) holds. Second, the estimate (100) also implies that the semiprocess{
U

(1)
f (t, τ)

}
is (H1

+ ×E1, H
1
+)-continuous. In what follows, we shall show that

the semiprocess
{
U

(1)
f (t, τ)

}
( for fixed f ∈ E1, t ≥ τ ≥ 0) possesses a (non-

uniform) compact attractor A(1)
{f}. To this end, for any given bounded set

B1 ⊆ H1
+, we assume that (uτ

0, v
τ
0 ) ∈ B1, i.e., ‖(uτ

0, v
τ
0 )‖H1 ≤ B̂1, B̂1 is a pos-

itive constant. Consequently, we derive from (12) that there exists a positive
constant β1 = β1(C1(τ), B̂1) such that for any fixed β ∈ (0, β1], we obtain

eβt‖(uτ (t), vτ (t))‖2
H1 +

t∫
τ

eβs(‖(uτ‖2 + ‖vτ‖2
H2 + ‖vτ

t ‖2)(s)ds

≤C1(τ, B̂1)e
βτ . (101)

for any t ≥ τ ≥ 0. Now fix β ∈ (0, β1(C1(τ), B̂1)], τ ∈ R+, and let

R1 = 1, t1 = max{β−1, log[C1(τ, B̂1)e
βτ ], τ}.

Then it follows from (101) that, when t ≥ t1 ≥ τ , for any fixed f ∈ E1,

(uτ (t), vτ (t)) = U
(1)
f (uτ

0, v
τ
0 ) ∈ B(0, R1) ≡ {(u, v) ∈ H1

+ : ‖(u, v)‖H1 ≤ 1}.

Hence ⋃
f∈Σ1

U
(1)
f (t, τ)B1 ⊆ B(0, R1)

which implies that B(0, R1) is a (non-uniform) absorbing set in H1
+ for the

semiprocess
{
U

(1)
f (t, τ)

}
(t ≥ τ ≥ 0, f ∈ E1 fixed). In the sequel, we shall prove

that this semiprocess is compact.
Lemma 14, the mean value theorem and (27),(101), together with uτ

x = Ayτ =
vτ

2 (t)(u(t) = uτ (t)), easily yield for fixed β ∈ (0, β1],

‖B(A−1vτ
2 )− σ(vτ

2 )‖= ‖(σ(w)− σ(0))vτ
2‖ ≤ C1(τ, B̂1)‖w‖L∞‖vτ

2‖
≤C1(τ, B̂1)‖w‖L∞‖uτ

x‖ ≤ C1(τ, B̂1)e
−βt‖V (t)‖

≤C1(τ, B̂1)e
−βt‖V (t)‖H6×H5 (102)

where

w(t) =

x∫
0

vτ
2 (ξ, t)dξ +

1∫
0

(ξ − 1)vτ
2 (ξ, t)dξ.

By the mean value theorem there is a point x0 ∈ [0, 1] such that

w(t) =

x∫
x0

vτ
2 (ξ, t)dξ, x ∈ [0, 1]
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satisfying, by (101),

‖w‖L∞ ≤ ‖vτ
2‖ = ‖uτ

x‖ ≤ C1(τ, B̂1)e
−βt.

Thus from Lemma 14, (27), (32) and (102) it follows that

‖V (t)‖H6×H5

≤ ‖T (t− τ)V τ
0 ‖H6×H5 +

t∫
τ

‖T (t− s)
(
C(V (s)) + F (s)

)
‖H6×H5ds

≤ K1e
−αt/2‖V τ

0 ‖+ K1e
−ατ/2

t∫
τ

e−α(t−s)/2‖C(V (s)) + F (s)‖ds

≤ K1e
−αt/2‖V τ

0 ‖+ C1(τ, B̂1)

t∫
τ

e−α(t−s)/2e−βs‖V (s)‖H6×H5ds

+C

t∫
τ

e−α(t−s)/2e−γ0sds

for any t ≥ τ + 1, τ ≥ 0, which implies that for any fixed α ∈ (0, α1), γ0 <
min[α/2, γ1],

eαt/2‖V (t)‖H6×H5 ≤K1‖V τ
0 ‖+ Cαe(α/2−γ0)t

+ C1(τ, B̂1)

t∫
τ

e−βseαs/2‖V (s)‖H6×H5ds. (103)

Therefore by the Gronwall inequality, we obtain from (103) for t ≥ τ+1, τ ≥ 0,

eαt/2‖V (t)‖H6×H5 ≤{K1‖V τ
0 ‖+ Cαe(α/2−γ0)t}eC1(τ,B̂1)

∫ t

τ
e−βsds

≤C1(τ, B̂1, β){K1‖V τ
0 ‖+ Cαe(α/2−γ0)t}. (104)

Noting that vτ
1 = yτ

t = vτ , vτ
2 = Ayτ = uτ

x(u = uτ (t), v = vτ (t)), we readily
deduce from (104) that for t ≥ τ + 1, τ ≥ 0,

‖(uτ (t), vτ (t))‖H6×H6 ≤ C1(τ, B̂1, β)e−αt/2
(
‖(uτ

0, v
τ
0 )‖H1 + e(α/2−γ0)t

)
(105)

which implies that there exists some time t′1 = t′1(C1(τ, B̂1, β), α) ≥ t1 such
that as t ≥ t′1,

‖(uτ (t), vτ (t))‖H6×H6 ≤ 1. (106)
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Since the embedding H6 × H6 ↪→ H1
+ is compact, it follows from (106) that

B(0, R1) is a (non-uniform) compact absorbing set in H1
+ and furthermore{

U
(1)
f (t, τ)

}
is a (non-uniform) compact family of semiprocess, and accordingly

in view of Lemma 15, we derive that for any fixed f ∈ E1, the non-uniform
compact family of semiprocesses

{
U

(1)
f (t, τ)

}
(t ≥ τ ≥ 0) possesses a (non-

uniform) attractor A(1)
{f} in H1

+. The proof is complete. �

Proof of Theorem 2 Since f1 ∈ E1, a direct computation yields that for
any h > 0,

‖f1(t + h)‖E1 = ‖f1(t)‖E1 < +∞.

Thus for any f ∈ Σ1, there exists a sequence {hn} ⊆ R+ such that

f1(t + hn) −→ f(t) in E1 as n →∞. (107)

Since E1 is a Banach space and {f1(t + hn)} ⊆ E1, we have f ∈ E1. That is,

Σ1 ⊆ E1, ‖f1(t + hn)‖E1 = ‖f1(t)‖E1 < +∞ (108)

which, according to (107), implies

sup
f∈Σ1

‖f‖E1 ≤ ‖f1‖E1 < +∞ (109)

where

‖f1‖E1 =
( ∫

R+

‖f1(t)‖2
L2(0,1)dt

)1/2
+

∫
R+

‖f1(t)‖L2(0,1)dt.

Note that the estimate (109) implies that the generic constants C1(τ) and
β1 obtained in Theorem 1 eventually depend only on C∗

1(τ)(i.e., C1(τ) ≤
C∗

1(τ) = C∗
1(‖(uτ

0, v
τ
0 )‖H1 , ‖f1‖E1 , but are independent of f ∈ Σ1). Thus it

follows from Theorem 1 (noting that Σ1 ⊆ E1) that for any (uτ
0, v

τ
0 ) ∈ H1

+,
there exists a unique global (regular) weak solution (uτ (t), vτ (t)) ∈ H1

+ to

problem (4)-(7), which generates a unique semiprocess
{
U

(1)
f |Σ1

(t, τ)
}

on H1
+

of a two parameter family of operators such that (9)-(10) and (12) hold if
(11) holds where C1(τ) should be replaced by C∗

1(τ) and hence β1 should
be replaced by β1

∗ = β1
∗(C

∗
1(τ)). Moreover, in view of Σ1 ⊆ E1, (100) still

holds with ‖f‖E1 being replaced by ‖f‖Σ1 , this implies that the semiprocess{
U

(1)
f |Σ1

(t, τ)
}

is (H1
+ × Σ1, H

1
+)-continuous. In what follows, we show that the

semiprocess
{
U

(1)
f |Σ1

(t, τ)
}
(f ∈ Σ1, t ≥ τ ≥ 0) possesses a uniform compact

attractor AΣ1 . Similarly, for any given bounded set B̃1 ⊆ H1
+, we assume

that (uτ
0, v

τ
0 ) ∈ B̃1, i.e., ‖(uτ

0, v
τ
0 )‖H1 ≤ B̂∗

1 , for a positive constant B̂∗
1 . Then

C∗
1(τ) ≤ C∗

1(τ, B̂∗
1) where C∗

1(τ, B̂∗
1) is a positive constant depending only on
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B̂∗
1 and ‖f1‖E1(noting (109)). Consequently, by (9)-(12), from that we see that

there exists a positive constant β∗1 = β∗1(C
∗
1) such that for any fixed β ∈ (0, β∗1 ]

eβt‖(uτ (t), vτ (t))‖2
H1 +

t∫
τ

eβs(‖(uτ‖2 + ‖vτ‖2
H2 + ‖vτ

t ‖2)(s)ds

≤C∗
1(τ, B̂∗

1)e
βτ . (110)

for any t ≥ τ ≥ 0. Now fix β ∈ (0, β∗1 ], τ ∈ R+ and let

R1 = 1, t∗1 = max
{
β−1, log[C∗

1(τ, B̂∗
1)e

βτ ], τ
}
.

Then it follows from (110) that as t ≥ t∗1 ≥ τ , for any f ∈ Σ1,

(uτ (t), vτ (t)) = U
(1)
f |Σ1

(t, τ)(uτ
0, v

τ
0 )

∈B(0, R1) ≡ {(u, v) ∈ H1
+ : ‖(u, v)‖H1 ≤ 1}.

Hence ⋃
f∈Σ1

U
(1)
f |Σ1

(t, τ)B̃1 ⊆ B(0, R1)

which implies that B(0, R1) is a uniform absorbing set in H1
+ for the semipro-

cess
{
U

(1)
f |Σ1

(t, τ)
}
(t ≥ τ ≥ 0, f ∈ Σ1). Similarly, in this case, (105) is still

valid with C1(τ, B̂1, β) being replaced by C∗
1(τ, B̂∗

1 , β). This implies that there
exists some time t∗∗1 = max[t∗1, t

′
1] such that for t ≥ t∗∗1 ,

‖(uτ (t), vτ (t))‖H6×H6 ≤ 1

which implies that B(0, R1) is a uniform compact absorbing set in H1
+ and

hence
{
U

(1)
f |Σ1

(t, τ)
}

is a uniformly compact family of semiprocess and further
it is a uniformly asymptotically compact family of semiprocess. Thus it follows
from Lemma 15 that

{
U

(1)
f |Σ1

(t, τ)
}

possesses a uniform (with respect to f ∈
Σ1) compact attractor AΣ1 , and evidently

⋃
f∈Σ1

A(1)
{f} ⊆ AΣ1 . The proof is

complete. �

Proof of Theorem 4 First, since

f̂1 ∈ E1 = L2(R+, L2(0, 1)) ∩ L1(R+, L2(0, 1)) ⊆ L2
loc,w(R+, L2(0, 1)) = Ê1,

the corresponding conclusions except for (1)-(4) and (i)-(iv) of Theorem 2
follow for Σ̂1 and Ê1 in place of Σ1 and E1 respectively. Second, we readily
get

‖f̂1‖L2
b
(R+,L2(0,1)) ≤ ‖f̂1‖E1 < +∞,
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which, by Lemma 17, implies that f̂1 is translation compact in Ê1 and hence
the conclusions (1)-(4) and (i)-(iii) in Theorem 4 follow from Lemmas 18-19.
A direct computation of a transform of variables gives us (iv) in Theorem 4.
The proof is now complete. �

3 Estimates in H2
+

In this section we shall complete the proofs of Theorems 6-7.

Proof of Theorem 6 First, by the embedding theorem, we have

f(t) ⊆ E2 ⊆ H1(R+, L2(0, 1)) ⊆ L∞(R+, L2(0, 1))

whence

‖f(t)‖L∞(R+,L2(0,1)) ≤ C‖f(t)‖E2 (111)

with C > 0 being an absolute constant independent of t.

Differentiating (5) with respect to t, multiplying the resulting equation by vt

in L2(0, 1) and using Theorem 1, we have for t ≥ τ,

1

2

d

dt
‖vt(t)‖2 + ‖vxt(t)‖2

≤ C1(τ)(‖vx(t)‖L∞‖ux(t)‖+ ‖vxx(t)‖)‖vt(t)‖+ ‖ft(t)‖‖vt(t)‖

≤ 1

2
‖vtx(t)‖2 + C1(τ)(‖vx(t)‖2

L∞ + ‖ft(t)‖2 + ‖vxx(t)‖2) (112)

which implies

‖vt(t)‖2 +

t∫
τ

‖vtx(s)‖2ds ≤ ‖vt(τ)‖2

+ C1(τ)

t∫
τ

(‖vx‖2 + ‖vxx‖2 + ‖ft‖2)(s)ds ≤ C2(τ) (113)

Here we have used

‖vt(τ)‖ ≤ C1(τ)(‖uτ
0‖H1 + ‖vτ

0‖H2) + ‖f(τ)‖ ≤ C2(τ).

By virtue of (5), ( 113) and Theorem 1, we easily obtain
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‖vxx(t)‖≤C(‖vt(t)‖+ ‖ux(t)‖+ ‖f(t)‖) ≤ C2(τ), (114)

‖vxxx(t)‖≤C1(τ)(‖vtx(t)‖+ ‖u(t)‖H1 + ‖v(t)‖H1) (115)

which, together with ( 113) and Theorem 1, yields

‖v(t)‖2
H2 +

t∫
τ

(‖v‖2
H3 + ‖vt‖2

H1)(s)ds ≤ C2(τ).

Differentiating (5) with respect to x, and using (4), we deduce from Theorem
1 and the interpolation inequality that

1

2

d

dt
‖uxx(t)‖2 + C−1

1 (τ)‖uxx(t)‖2 ≤ (4C1(τ))−1‖uxx(t)‖2

+ C1(τ)(‖vtx(t)‖2 + ‖fx(t)‖2 + ‖ux(t)‖L∞‖ux(t)‖‖uxx(t)‖)
≤ (4C1(τ))−1‖uxx(t)‖2 + C1(τ)(‖vtx(t)‖2 + ‖fx(t)‖2)

+C1(τ)(‖ux(t)‖1/2‖uxx(t)‖1/2 + ‖ux(t)‖)‖ux(t)‖‖uxx(t)‖
≤ (2C1(τ))−1‖uxx(t)‖2 + C1(τ)(‖vtx(t)‖2 + ‖fx(t)‖2 + ‖ux(t)‖2) (116)

which, combined with Theorem 1, gives us

‖uxx(t)‖2 +

t∫
τ

‖uxx(s)‖2ds ≤ C2(τ). (117)

In view of (113)-(115) and (117), we have

‖u(t)‖2
H2 + ‖v(t)‖2

H2 +

t∫
τ

(‖u‖2
H2 + ‖v‖2

H3 + ‖vtx‖2)(s)ds ≤ C2(τ) (118)

which implies that there exists the global solution (u(t), v(t)) = (uτ (t), vτ (t)) ∈
H2

+ for any given initial datum (uτ
0, v

τ
0 ) ∈ H2

+ and for fixed f ∈ E2.
Now multiplying (112) and (116) by eβt, we derive that there exists a constant
β2 ≤ min[β1, γ2/2] such that for any β ∈ (0, β2]

eβt(‖vt(t)‖2 + ‖uxx(t)‖2) +

t∫
τ

eβs(‖vtx‖2 + ‖uxx‖2)(s)ds ≤ C2(τ)eβτ (119)

for any t ≥ τ ≥ 0 which, together with (114), (16) and Theorem 1, yields for
any β ∈ (0, β2], t ≥ τ ≥ 0,

eβt‖vxx(t)‖2 +

t∫
τ

eβs‖vxx(s)‖2ds ≤ C2(τ)eβτ . (120)

35



Thus (17) follows from (12) and (119)-(120). In the sequel, we will show the
uniqueness of the global solution (u(t), v(t)) in H2

+. In fact, noting that E2 ⊆
E1, the global solution in H2

+ is also a solution in H1
+, so the uniqueness of

solution in H1
+ implies that of the solution in H2

+. By the global existence of
solution in H2

+, we know that there exists a semiprocess of a two-parameter

family of operators
{
U

(2)
f (t, τ)

}
which is generated by the global solution in

H2
+ such that (14) holds. We shall show that the semiprocess is (H2

+×E2, H
2
+)-

continuous. To this end, we assume that (uτ
i (t), v

τ
i (t)) = (ui(t), vi(t))(i = 1, 2)

are two global solutions in H2
+ corresponding to the initial data (uτ

0,i, v
τ
0,i) ∈ H2

+

and external forces f i(t) ∈ E2(i = 1, 2), respectively. Writing

u = u1 − u2, v = v1 − v2, f = f 1 − f 2,

then (u(t), v(t)) satisfies (89)-(92). Since H2
+ ⊆ H1

+, E2 ⊆ E1, we know that
estimate (98) still holds. Similarly, we can deduce from (89)-(90)

d

dt
‖vt(t)‖2 + ‖vtx(t)‖2 ≤ C2(τ)(‖u(t)‖2

H1 + ‖v(t)‖2
H2 + ‖ft(t)‖2) (121)

and

d

dt
‖uxx(t)‖2 + C−1

1 (τ)‖uxx(t)‖2

≤C2(τ)(‖u(t)‖2
H1 + ‖vtx(t)‖2 + ‖fx(t)‖2). (122)

Multiplying (121) by 2C2(τ)(C2(τ) > 1) and adding the resulting equation to
(122), we get

d

dt
{2C2(τ)‖vt(t)‖2 + ‖uxx(t)‖2}+ 2C2(τ)‖vtx(t)‖2 + C−1

1 (τ)‖uxx(t)‖2

≤C2(τ)(‖u(t)‖2
H1 + ‖v(t)‖2

H2 + ‖ft(t)‖2 + ‖fx(t)‖2).

(123)

Put

F2(t) = F1(t) + 2C2(τ)‖vt(t)‖2 + ‖uxx(t)‖2. (124)

We easily derive from (90),

‖vxx(t)‖≤C1(τ)(‖u(t)‖H1 + ‖vt(t)‖+ ‖f(t)‖) (125)

‖vt(t)‖≤C1(τ)(‖u(t)‖H1 + ‖vxx(t)‖+ ‖f(t)‖) (126)

which, together with (97) and (124), gives us,
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‖u(t)‖2
H2 + ‖v(t)‖2

H2 ≤C2(τ)(F2(t) + ‖f(t)‖2), (127)

F2(t)≤C2(τ)(‖u(t)‖2
H2 + ‖v(t)‖2

H2 + ‖f(t)‖2). (128)

Therefore, it follows from (123)-(128) that

F ′
2(t)≤C2(τ)

{
F2(t) + ‖u(t)‖2

H1 + ‖v(t)‖2
H2 + ‖f(t)‖2

H1 + ‖ft(t)‖2
}

≤C2(τ)(F2(t) + ‖f(t)‖2
H1 + ‖ft(t)‖2) (129)

which, by the Gronwall inequality, results in

F2(t) ≤
{
F2(τ) + C2(τ)

∞∫
τ

(‖f‖2
H1 + ‖ft‖2)(s)ds

}
eC2(τ)(t−τ), t ≥ τ ≥ 0.

Thus, by (111) and noting that

‖f(t)‖+ ‖f(τ)‖ ≤ 2‖f(t)‖L∞(R+,L2(0,1)) ≤ C‖f(t)‖E2 ,

we conclude

‖u(t)‖2
H2 + ‖v(t)‖2

H2 ≤ C2(τ)(F2(t) + ‖f(t)‖2)

≤C2(τ)eα(t−τ)
{
‖uτ

0‖2
H2 + ‖vτ

0‖2
H2 + ‖f(τ)‖2 + ‖f(t)‖2

+

∞∫
τ

(‖f‖2
H1 + ‖ft‖2)(s)ds

}
≤C2(τ)eα(t−τ)

{
‖uτ

0‖2
H2 + ‖vτ

0‖2
H2 + ‖f(t)‖2

E2

}
(130)

which implies the uniqueness of the solution (u(t), v(t)) = (uτ (t), vτ (t)) ∈ H2
+.

Thus it follows from (118) and (130) that there exists a semiprocess of a two-

parameter family of operators
{
U

(2)
f (t, τ)

}
(f ∈ E2, t ≥ τ ≥ 0) such that (14)

holds. On the other hand, (130) also implies that
{
U

(2)
f (t, τ)

}
(f ∈ E2, t ≥ τ ≥

0) is (H2
+ × E2, H

2
+)−continuous.

For any given bounded set B2 ⊆ H2
+(⊆ H1

+), we assume that (uτ
0, v

τ
0 ) ∈ B2, i.e.,

‖(uτ
0, v

τ
0 )‖H2 ≤ B̂2, B̂2(≥ B̂1) is a positive constant. Now fix β ∈ (0, β2], τ ∈

R+, and let

R2 = 1, t2 = max
{
t1, log[C2(τ, B̂2)e

βτ ]
}
.

Thus it follows from (17) that as t ≥ t2 ≥ τ , for any fixed f ∈ E2,

(uτ (t), vτ (t)) = U
(2)
f (uτ

0, v
τ
0 ) ⊆ B(0, R2) ≡ {(u, v) ∈ H2

+ : ‖(u, v)‖H2 ≤ 1}

which implies that B(0, R2) is a (non-uniform) absorbing set in H2
+ for the

semiprocess
{
U

(2)
f (t, τ)

}
(t ≥ τ ≥ 0, f ∈ E2 fixed). In the sequel, we shall prove
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that this semiprocess is compact. On the other hand, picking t′2 = max[t′1, t2],
we conclude from (106) that for t ≥ t′2,

‖(uτ (t), vτ (t))‖H6×H6 ≤ 1

which implies that B(0, R2) is a (non-uniform) compact absorbing set in H2
+

noting that the embedding H6×H6 ↪→ H2
+ is compact. Hence the semiprocess{

U
(2)
f (t, τ)

}
(t ≥ τ ≥ 0, f ∈ E2 fixed) is a (non-uniform) compact family of

operators and is further an asymptotically compact family of semiprocesses.
Thus it follows from Lemma 15 that the semiprocess

{
U

(2)
f (t, τ)

}
(t ≥ τ ≥

0, f ∈ E2 fixed) possesses a (non-uniform) compact attractor A(2)
{f}. The proof

is now complete. �

Proof of Theorem 7 Since f2 ∈ E2, similarly to the arguments which gave
us (108)-(109), we can derive

Σ2 ⊆ E2, sup
f∈Σ2

‖f(t)‖E2 ≤ ‖f2(t)‖E2 < +∞. (131)

On the other hand, we have by the embedding theorem,

E2 ⊆ H1(R+, L2(0, 1)) ⊆ L∞(R+, L2(0, 1)).

Hence it follows from Theorem 6 that for any (u(t), v(t)) = (uτ
0, v

τ
0 ) ∈ H2

+,
there exists a unique global (regular) weak solution (uτ (t), vτ (t)) ∈ H2

+ to

problem (4)-(7) which generates a unique semiprocess
{
U

(2)
f |Σ2

(t, τ)
}

on H2
+

of a two parameter family of operators such that (14)-(15) and (17) hold if

(16) holds where U
(2)
f (t, τ) and C2(τ) should be replaced by U

(2)
f |Σ2

(t, τ) and
C∗

2(τ) = C∗
2(‖(uτ

0, v
τ
0 )‖H2 , ‖f2‖E2) (but independent of f ∈ Σ2), respectively.

In what follows, we show that the semiprocess
{
U

(2)
f |Σ2

(t, τ)
}
(f ∈ Σ2, t ≥ τ ≥ 0)

possesses a uniform compact attractor AΣ2 . Note that estimate (131) implies
that the generic constant C2(τ) and hence β2 obtained in Theorem 4 eventually
depend only C∗

2(τ) (i.e., C2(τ) ≤ C∗
2(τ)). For any given bounded set B̃2 ⊆

H2
+(⊆ H1

+), we assume that (uτ
0, v

τ
0 ) ∈ B̃2, i.e., ‖(uτ

0, v
τ
0 )‖H2 ≤ B̂∗

2 , B̂∗
2(≥ B̂∗

1)

is a positive constant. Then C∗
2(τ) ≤ C∗

2(τ, B̂∗
2), where C∗

2(τ, B̂∗
2) is a positive

constant depending only on B̂∗
2 and ‖f2‖E2 . Consequently, it follows that there

exist positive constants C∗
2(τ, B̂∗

2) and β∗2 = β∗2(C
∗
2) such that for any fixed β ∈

(0, β∗2 ], estimate (17) still holds where C2(τ) should be replaced by C∗
2(τ, B̂∗

2),
i.e.,

eβt‖(uτ (t), vτ (t))‖2
H2 +

t∫
τ

eβs(‖uτ‖2
H2 + ‖vτ‖2

H3 + ‖vτ
t ‖2

H1)(s)ds

≤ C∗
2(τ, B̂∗

2)e
βτ (132)
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for any t ≥ τ ≥ 0. Now fix β ∈ (0, β∗2 ], τ ∈ R+, and let

R2 = 1, t∗2 = max
{
t∗1, log[C∗

2(τ, B̂∗
2)e

βτ ]
}
.

Thus it follows from (132) that as t ≥ t∗2 ≥ τ , for any f ∈ Σ2,

(uτ (t), vτ (t)) = U
(2)
f |Σ2

(t, τ)(uτ
0, v

τ
0 )

∈B(0, R2) ≡ {(u, v) ∈ H2
+ : ‖(u, v)‖H2 ≤ 1}.

Hence we have ⋃
f∈Σ1

U
(2)
f |Σ2

(t, τ)B̃2 ⊆ B(0, R2)

and thus B(0, R2) is a uniform absorbing set in H2
+ for the semiprocess{

U
(2)
f |Σ2

(t, τ)
}
(t ≥ τ ≥ 0, f ∈ Σ2). In the sequel, we shall prove this semiprocess

is compact. On the other hand, picking t∗∗2 = max[t′1, t
∗
2], we conclude from

(106) that as t ≥ t∗∗2 ,

‖(uτ (t), vτ (t))‖H6×H6 ≤ 1 (133)

which implies that B(0, R2) is a uniform compact absorbing set in H2
+, not-

ing that the embedding H6 × H6 ↪→ H2
+ is compact. Hence the semiprocess{

U
(2)
f |Σ2

(t, τ)
}
(t ≥ τ ≥ 0, f ∈ Σ2) is a uniformly compact family of oper-

ators and is further asymptotically compact family of semiprocess. Thus it
follows from Lemma 15 that

{
U

(2)
f |Σ2

(t, τ)
}
(t ≥ τ ≥ 0, f ∈ Σ2) possesses

a uniform (with respect to f ∈ Σ2) compact attractor AΣ2 , and evidently⋃
f∈Σ2

A(2)
{f} ⊆ AΣ2 . The proof is complete. �

Proof of Theorem 8 The proof is basically same as that of Theorem 4.
Noting that f2 ∈ E2 ⊆ Ê2, the conclusions of Theorem 8 follows from Theo-
rem 7, where Σ2 and E2 should be replaced by Σ̂2 and Ê2, respectively. On
the other hand, we easily deduce from Lemma 18 that any f(s) ∈ Σ̂2 and
fs(s) are translation compact in L2

loc,w(R+, H1(0, 1)) and L2
loc,w(R+, L2(0, 1)),

respectively, and that

sup
t∈R+

t+h∫
t

‖f(s)‖2
H1ds≤ sup

t∈R+

t+h∫
t

‖f̂2(s)‖2
H1ds, (134)

1∑
i=0

sup
t∈R+

t+h∫
t

‖∂i
sf(s)‖2ds≤

1∑
i=0

sup
t∈R+

t+h∫
t

‖∂i
sf̂2(s)‖2ds. (135)

Thus (134)-(135) and Lemma 17 give rise to
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‖f̂2‖2
L2

b
(R+,H1(0,1))∩H1

b
(R+,L2(0,1))

= sup
t∈R+

t+1∫
t

‖f̂2(s)‖2
H1 +

1∑
i=0

sup
t∈R+

t+1∫
t

‖∂i
sf̂2(s)‖2ds ≤ ‖f̂2‖2

E2
< +∞

which, by Lemma 17, yields that f̂2 is translation compact in Ê2. Moreover,
conclusions (1)-(4) and (i)-(iii) follow from Lemma 17, (134)-(135) and Lem-
mas 18-19, respectively. The proof of (iv) is similar to that in Theorem 4. The
proof is now complete. �

4 Estimates in H4
+

In this section we derive the estimates in H4
+ and complete the proofs of

Theorems 9-11.

Proof of Theorem 9 Applying ∂2
t on (5), multiplying the resulting equation

by vtt in L2(0, 1), we readily get

1

2

d

dt
‖vtt(t)‖2 + ‖vttx(t)‖2

≤ 1

4
‖vttx(t)‖2 + C2(τ)

{
‖v(t)‖H2 + ‖vtx(t)‖+ ‖ftt(t)‖

}
‖vttx(t)‖

+ C2(τ)‖vtx(t)‖2

≤ 1

2
‖vttx(t)‖2 + C2(τ)

{
‖v(t)‖2

H2 + ‖vt(t)‖2
H1 + ‖ftt(t)‖2

}
(136)

whence, by Theorem 6,

‖vtt(t)‖2 +

t∫
τ

‖vttx(s)‖2ds ≤ C2(τ)‖vtt(τ)‖2 + C4(τ) ≤ C4(τ) (137)

for t ≥ τ ≥ 0. Here, from (5), we have used the following estimates

‖vtt(t)‖2≤C2(τ)(‖v(t)‖2
H2 + ‖u(t)‖2

H3 + ‖ft(t)‖2), (138)

‖vxxxx(t)‖2≤C2(τ)(‖v(t)‖2
H2 + ‖u(t)‖2

H3 + ‖vtt(t)‖2 + ‖ft(t)‖2). (139)

Applying ∂t∂x on (5), multiplying the resulting equation by vtx, we derive from
Young’s inequality that for ε > 0
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1

2

d

dt
‖vtx(t)‖2 + ‖vtxx(t)‖2 = vtxxvtx|x=1

x=0

−
1∫

0

[σ′′(u)vxu
2
x + 2σ′(u)uxvxx + σ′(u)vxuxx + σ(u)vxxx + ftx]vtxdx

≤ C1(τ){‖vtxx(t)‖1/2‖vtxxx(t)‖1/2 + ‖vtxx(t)‖}
×{‖vtx(t)‖1/2‖vtxx(t)‖1/2 + ‖vtx(t)‖}
+C2(τ){‖v(t)‖2

H3 + ‖vtx(t)‖2 + ‖uxx(t)‖2}

≤ 1

2
‖vtxx(t)‖2 + ε‖vtxxx(t)‖2

+ C2(τ)(ε){‖vtx(t)‖2 + ‖v(t)‖2
H3 + ‖u(t)‖2

H2 + ‖ftx(t)‖2} (140)

which gives for any ε > 0,

‖vtx(t)‖2 +

t∫
τ

‖vtxx(s)‖2ds ≤ C3(τ) + ε

t∫
τ

‖vtxxx(s)‖2ds, t ≥ τ ≥ 0. (141)

Here we have employed the following estimates from (5)

‖vtx(t)‖≤C1(τ)(‖vxxx(t)‖+ ‖u2
x(t)‖+ ‖uxx(t)‖+ ‖fx(t)‖)

≤C2(τ)(‖v(t)‖H3 + ‖u(t)‖H2 + ‖fx(t)‖), (142)

‖vtx(τ)‖≤C3(τ) = C3(‖(uτ
0, v

τ
0 )‖H3 , ‖f(τ)‖H1), (143)

‖vxxx(t)‖≤C2(τ)(‖u(t)‖H2 + ‖vtx(t)‖+ ‖fx(t)‖). (144)

Applying ∂t∂x on (5), we derive

‖vtxxx(t)‖ ≤ C2(τ)(‖v(t)‖H3 + ‖vttx(t)‖+ ‖u(t)‖H2 + ‖ftx(t)‖) (145)

which, inserted into (4.6) and by taking ε small enough, implies

‖vtx(t)‖2 +

t∫
τ

‖vtxx(s)‖2ds ≤ C4(τ), t ≥ τ ≥ 0. (146)

Thus it follows from (137)-(146) and Theorems 1 and 6 that

‖v(t)‖2
H4 +

t∫
τ

(‖vt‖2
H3 + ‖vtt‖2

H1)(s)ds ≤ C4(τ), t ≥ τ ≥ 0. (147)

Similarly to (116), it follows that
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1

2

d

dt
‖uxxx(t)‖2 + C−1

1 (τ)‖uxxx(t)‖2

≤C2(τ)(‖u(t)‖2
H2 + ‖vtxx(t)‖2 + ‖fxx(t)‖2) (148)

which, according to Theorem 1, gives us

‖uxxx(t)‖2 +

t∫
τ

‖uxxx(s)‖2ds ≤ C4(τ), t ≥ τ ≥ 0. (149)

Similarly, we have

1

2

d

dt
‖uxxxx(t)‖2 + C−1

1 (τ)‖uxxxx(t)‖2

≤C4(τ)(‖u(t)‖2
H3 + ‖vtxxx(t)‖2 + ‖fxxx(t)‖2) (150)

which, combined with (144), (146), (4.13) and Theorem 1, yields

‖uxxxx(t)‖2 +

t∫
τ

‖uxxxx(s)‖2ds ≤ C4(τ), t ≥ τ ≥ 0. (151)

Thus estimate (20) follows from Theorems 1 and 6, (147), (149) and (151), and
(20) also implies that there exists a global solution (u(t), v(t)) = (uτ (t), vτ (t))
∈ H4

+ for any given datum (uτ
0, v

τ
0 ) ∈ H4

+. Noting that E3 ⊆ E2 ⊆ E1, the
global solution (u(t), v(t)) in H4

+ is also a global solution in H1
+ and H2

+, so the
uniqueness in H4

+ follows from that in H1
+ (or in H2

+). Therefore the global

solution (u(t), v(t)) in H4
+ generates a semiprocess

{
U

(3)
f (t, τ)

}
(f ∈ E3, t ≥

τ ≥ 0) of a two-parameter family of operators such that (19)-(20) hold.

Now multiplying (136), (140), (148) and (150) by eβt respectively, we arrive
at

d

dt

{
eβt[‖vtt(t)‖2 + ‖vtx(t)‖2 +

1

2
(‖uxxx(t)‖2 + ‖uxxxx(t)‖2)]

}
+ eβt

{1

2
(‖vttx(t)‖2 + ‖vtxx(t)‖2) + C−1

1 (τ)(‖uxxx(t)‖2 + ‖uxxxx(t)‖2)
}

≤ βeβt
{
‖vtt(t)‖2 + ‖vtx(t)‖2 +

1

2
(‖uxxx(t)‖2 + ‖uxxxx(t)‖2)

}
+ C2(τ, ε)e

βt
(
‖v(t)‖2

H3 + ‖u(t)‖2
H2 + ‖vt(t)‖2 + ‖ftt(t)‖2 + ‖ftx(t)‖2

)
+ C2(τ)εeβt

(
‖v(t)‖2

H3 + ‖vttx(t)‖2 + ‖u(t)‖2
H2 + ‖ftx(t)‖2

)
which, combined with Theorem 1, implies that there exists a constant β3 =
β3(C4(τ)) ≤ β2 such that for any fixed β ∈ (0, β3], ε ∈ (0, 1) small enough, for
t ≥ τ ≥ 0,
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eβt{‖vtt(t)‖2 + ‖vtx(t)‖2 + ‖uxxx(t)‖2 + ‖uxxxx(t)‖2
}

+

t∫
τ

eβs(‖vttx‖2 + ‖vtxx‖2 + ‖uxxx‖2 + ‖uxxxx‖2)(s)ds

≤C4(τ)eβτ . (152)

Thus estimate (22) follows from (12), (17) and (152).

In what follows, we shall show that
{
U

(3)
f (t, τ)

}
is (H4

+ ×E3, H
4
+)-continuous.

To this end, we assume that (ui(t), vi(t)) = U
(3)
f (t, 0)(uτ

0,i, v
τ
0,i) are two global

solutions corresponding to the initial datum (uτ
0,i, v

τ
0,i) ∈ H4

+ and the external
force f i ∈ E3(i = 1, 2), respectively. We set u = u1−u2, v = v1−v2, f = f 1−f 2.
Noting that E3 ⊆ E2 ⊆ E1, we still have equations (89)-(92) and estimates
(97), (98) and (125)-(129).
We now differentiate (90) with respect to x and use Theorems 1 and 6 to
derive

‖vtx(t)‖≤C4(τ)(‖u(t)‖H2 + ‖vxxx(t)‖+ ‖fx(t)‖), (153)

‖vxxx(t)‖≤C4(τ)(‖u(t)‖H2 + ‖vtx(t)‖+ ‖fx(t)‖)
≤C4(τ)(‖u(t)‖H2 + ‖v(t)‖H1 + ‖vt(t)‖

+‖vtx(t)‖+ ‖f(t)‖H1), (154)

‖vtxx(t)‖≤C4(τ)(‖vtt(t)‖+ ‖u(t)‖H1 + ‖v(t)‖H2

+‖vtx(t)‖+ ‖ft(t)‖)
≤C4(τ)(‖vtt(t)‖+ ‖u(t)‖H1 + ‖v(t)‖H1

+‖vtx(t)‖+ ‖f(t)‖+ ‖ft(t)‖), (155)

‖vtt(t)‖≤C4(τ)(‖vtxx(t)‖+ ‖u(t)‖H1 + ‖v(t)‖H1

+‖vt(t)‖+ ‖ft(t)‖). (156)

Next we differentiate (90) with respect to x twice, use the mean value theorem
to obtain

‖vtxx(t)‖≤C4(τ)(‖u(t)‖H3 + ‖vxxx(t)‖+ ‖fxx(t)‖), (157)

‖vxxxx(t)‖≤C4(τ)(‖u(t)‖H3 + ‖v(t)‖H3 + ‖vtxx(t)‖+ ‖fxx(t)‖)
≤C4(τ)(‖u(t)‖H3 + ‖v(t)‖H1 + ‖vtx(t)‖

+‖vtt(t)‖+ ‖f(t)‖H2 + ‖ft(t)‖).

On the other hand, by differentiating (90) with respect to t, and using the
embedding theorem and Theorems 1-6 we get

‖vtxxx(t)‖≤C4(τ)(‖vttx(t)‖+ ‖u(t)‖H2 + ‖v(t)‖H3 + ‖vtx(t)‖+ ‖ftx(t)‖)
≤C4(τ)(‖vttx(t)‖+ ‖u(t)‖H2 + ‖v(t)‖H1 + ‖vt(t)‖

+‖vtx(t)‖+ ‖f(t)‖H1 + ‖ftx(t)‖). (158)
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Thus inserting (126) and (157) into (156) gives us

‖vtt(t)‖ ≤ C4(τ)(‖u(t)‖H3 + ‖v(t)‖H4 + ‖f(t)‖H2 + ‖ft(t)‖). (159)

Differentiating (90) with respect to x twice, and using (89), yields

utxxx + σ(u1)uxxx = vtxx + R(t), (160)

where

R(t) =−
{
σ′′(u1)u

2
1xux + σ′(u1)u1xxux + 2σ′(u1)u1xuxx

+ [(σ(u1)− σ(u2))u2x]xx + fxx

}
satisfies, by Theorems 1 and 6,

‖R(t)‖ ≤ C4(τ)(‖u(t)‖H2 + ‖fxx(t)‖). (161)

By virtue of (157) and (160), we deduce

d

dt
‖uxxx(t)‖2 + C−1

1 (τ)‖uxxx(t)‖2

≤C1(τ)(‖R(t)‖2 + ‖vtxx(t)‖2)

≤C4(τ)(‖u(t)‖2
H3 + ‖v(t)‖2

H3 + ‖f(t)‖2
H2). (162)

In view of (161), and using Theorems 1 and 6, and the mean value theorem
and embedding theorem, we obtain

‖Rx(t)‖ ≤ C4(τ)(‖u(t)‖H3 + ‖fxxx(t)‖). (163)

Analogously, we get from (158), (160) and (163) that

d

dt
‖uxxxx(t)‖2 + C−1

1 (τ)‖uxxxx(t)‖2 ≤ C1(τ)(‖Rx(t)‖2 + ‖vtxxx(t)‖2)

≤C4(τ)
{
‖vttx(t)‖2 + ‖u(t)‖2

H2 + ‖v(t)‖2
H3 + ‖ftx(t)‖2

}
≤C4(τ)

{
‖vttx(t)‖2 + ‖u(t)‖2

H3 + ‖v(t)‖2
H1 + ‖vt(t)‖2

+ ‖vtx(t)‖2 + ‖f(t)‖2
H3 + ‖ftx(t)‖2

}
. (164)

Now differentiating (90) with respect to t twice, multiplying the resulting
equation by vtt in L2(0, 1), integrating by parts, and employing Theorems 1
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and 6, estimate (155), the mean value theorem and the embedding theorem,
finally give rise to

d

dt
‖vtt(t)‖2 + C−1

1 (τ)‖vttx(t)‖2

≤ C4(τ)(‖u(t)‖2
H1 + ‖v(t)‖2

H2 + ‖vtx(t)‖2 + ‖vtxx(t)‖2 + ‖ftt(t)‖2)

≤ C4(τ)(‖u(t)‖2
H1 + ‖v(t)‖2

H1 + ‖vt(t)‖2 + ‖vtx(t)‖2

+‖vtt(t)‖2 + ‖f(t)‖2 + ‖ft(t)‖2 + ‖ftt(t)‖2). (165)

Differentiating (90) with respect to t and x respectively, perfoming an inte-
gration by parts, we arrive at

1

2

d

dt
‖vtx(t)‖2 + ‖vtxx(t)‖2 = H0 + H1 (166)

where

H0 = vtxxvtx|x=1
x=0,

H1 =

1∫
0

(σ(u1)ux + (σ(u1)− σ(u2))u2x + f)txvtxdx. (167)

Using Sobolev’s interpolation inequality, we infer from Theorems 1 and 6,
(158) that for any ε ∈ (0, 1),

H0≤C4(τ)
{
‖vtxx(t)‖1/2‖vtxxx(t)‖1/2 + ‖vtxx(t)‖

}
‖vtx(t)‖1/2‖vtxx‖1/2

≤ ε(‖vtxxx(t)‖2 + ‖vtxx(t)‖2) + C4(ε)‖vtx(t)‖2

≤C4(τ)ε
{
‖vttx(t)‖2 + ‖u(t)‖2

H2 + ‖v(t)‖2
H1 + ‖vt(t)‖2 + ‖vtx(t)‖2

+ ‖f(t)‖2
H1 + ‖ftx(t)‖2

}
+ ε‖vtxx(t)‖2 + C4(τ, ε)‖vtx(t)‖2, (168)

H1≤C4(τ)(‖u(t)‖2
H2 + ‖v(t)‖2

H3 + ‖vtx(t)‖2 + ‖ftx(t)‖2). (169)

Thus the combination of (168)-(169) yields

1

2

d

dt
‖vtx(t)‖2 + (1− ε)‖vtxx(t)‖2

≤C4(ε)‖vtxxx(t)‖2 + C4(τ, ε)(‖u(t)‖2
H2 + ‖v(t)‖2

H1

+ ‖vt(t)‖2 + ‖vtx(t)‖2 + ‖f(t)‖2
H1 + ‖ftx(t)‖2). (170)

Set

F3(t) = ‖vtt(t)‖2 +
1

2
‖vtx(t)‖2 + ε(‖uxxx(t)‖2 + ‖uxxxx(t)‖2).
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Then multiplying (162) and (164) by ε respectively, adding up the resulting
equations, (165) and (169), and picking ε > 0 small enough, we get

d

dt
F3(t) + C−1

4 (τ)(‖vttx(t)‖2 + ‖vtxx(t)‖2 + ‖uxxx(t)‖2 + ‖uxxxx(t)‖2)

≤C4(τ)G(t) (171)

where

G(t) = ‖u(t)‖2
H4 + ‖v(t)‖2

H4 + ‖vt(t)‖2 + ‖vtx(t)‖2 + ‖vtt(t)‖2

+ f(t)‖2
H3 + ‖ft(t)‖2

H1 + ‖ftt(t)‖2.

On the other hand, we derive from (126), (153) and (159),

‖u(t)‖2
H4 + ‖v(t)‖2

H4 ≤ G(t)

≤ C4(τ)
{
‖u(t)‖2

H4 + ‖v(t)‖2
H4 + ‖f(t)‖2

H3 + ‖ft(t)‖2 + ‖ftt(t)‖2
}
. (172)

Set

M(t) = F2(t) + F3(t).

Obviously, fixing ε > 0, we have from (126), (153) and (159)

M(t) ≥ C−1
4 (τ)

{
‖u(t)‖2

H4 + ‖v(t)‖2
H1 + ‖vt(t)‖2

+ ‖vtx(t)‖2 + ‖vtt(t)‖2
}

(173)

which, by (126), (154) and (172), gives us

‖u(t)‖2
H4 + ‖v(t)‖2

H4 ≤ C4(τ)
{
M(t) + ‖f(t)‖2

H1

}
. (174)

We conclude from (125), (154), (157), (171) and (173),

G(t)≤C4(τ)
{
‖u(t)‖2

H4 + ‖v(t)‖2
H1 + ‖vt(t)‖2 + ‖vtx(t)‖2

+‖vtt(t)‖2 + ‖f(t)‖2
H3 + ‖ft(t)‖2

H1 + ‖ftt(t)‖2
}

≤C4(τ)
{
M(t) + ‖f(t)‖2

H3 + ‖ft(t)‖2
H1 + ‖ftt(t)‖2

}
. (175)

Thus adding up (129), (170) and using (176) yields

d

dt
M(t) ≤ C4(τ)

{
M(t) + ‖f(t)‖2

H3 + ‖ft(t)‖2
H1 + ‖ftt(t)‖2

}
. (176)
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By virtue of Gronwall’s inequality and (176), we have that for any t ≥ τ ≥ 0,

M(t) ≤ eC4(τ)(t−τ)
{
M(τ) +

∞∫
τ

(‖f‖2
H3 + ‖ft‖2

H1 + ‖ftt‖2)(s)ds
}

which, together with (171) and (174)-(175), gives us for t ≥ τ ≥ 0,

‖u(t)‖2
H4 + ‖v(t)‖2

H4 ≤ G(t)

≤C4(τ)
{
M(t) + ‖f(t)‖2

H3 + ‖ft(t)‖2
H1 + ‖ftt(t)‖2

}
≤C4(τ)eC4(τ)(t−τ)

{
M(τ) + ‖f(t)‖2

H3 + ‖ft(t)‖2
H1 + ‖ftt(t)‖2

+

∞∫
τ

(‖f‖2
H3 + ‖ft‖2

H1 + ‖ftt‖2)(s)ds
}

≤C4(τ)eC4(τ)(t−τ)
{
‖uτ

0‖2
H4 + ‖vτ

0‖2
H4 + ‖f(τ)‖2

H2 + ‖ft(τ)‖2

+‖f(t)‖2
H3 + ‖ft(t)‖2 + ‖ftt(t)‖2

+

∞∫
τ

(‖f‖2
H3 + ‖ft‖2

H1 + ‖ftt‖2)(s)ds
}
. (177)

This implies that the semiprocess
{
U

(3)
f (t, τ)

}
is (H4

+ × E3, H
4
+)-continuous.

For any given bounded set B3 ⊆ H4
+(⊆ H2

+ ⊆ H1
+), we assume that (uτ

0, v
τ
0 ) ∈

B3, i.e., ‖(uτ
0, v

τ
0 )‖H4 ≤ B̂3, B̂3(≥ B̂2) is a positive constant. Now let us fix

β ∈ (0, β3], τ ∈ R+, and let

R3 = 1, t3 = max
{
t2, log[C4(τ, B̂3)e

βτ ]
}
.

Then it follows from (22) that for t ≥ t3 ≥ τ , for any fixed f ∈ E3,

(uτ (t), vτ (t)) = U
(3)
f (uτ

0, v
τ
0 ) ∈ B(0, R3) ≡ {(u, v) ∈ H4

+ : ‖(u, v)‖H4 ≤ 1}

which implies that B(0, R3) is a (non-uniform) absorbing set in H4
+ for the

semiprocess
{
U

(3)
f (t, τ)

}
(t ≥ τ ≥ 0, f ∈ E3 fixed). In the sequel, we shall prove

that this semiprocess is compact. In fact, picking t′3 = max[t′2, t3], we conclude
from (106) that as t ≥ t′3,

‖(uτ (t), vτ (t))‖H6×H6 ≤ 1

which implies that B(0, R3) is a (non-uniform) compact absorbing set in H4
+

noting that the embedding H6×H6 ↪→ H4
+ is compact. Hence the semiprocess{

U
(3)
f (t, τ)

}
(t ≥ τ ≥ 0, f ∈ E3 fixed) is a (non-uniform) compact family of

operators and is further asymptotically a compact family of semiprocesses.
Thus it follows from Lemma 15 that the semiprocess

{
U

(3)
f (t, τ)

}
(t ≥ τ ≥
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0, f ∈ E3 fixed) possesses a (non-uniform) compact attractor A(3)
{f}. The proof

is now complete. �

Proof of Theorem 10 Obviously, by the embedding theorem,

Ê3 ⊆ E3. (178)

Similarly to (131), we conclude

Σ3 ⊆ Ê3, sup
f∈Σ3

‖f(t)‖Ê3
≤ ‖f3‖Ê3

< +∞. (179)

Hence it follows from (178) and Theorem 9 that for any (uτ
0, v

τ
0 ) ∈ H4

+, there
exists a unique global solution (uτ (t), vτ (t)) in H4

+, which generates a semipro-

cess
{
U

(3)
f |Σ3

(t, τ)
}
(f ∈ Σ3, t ≥ τ ≥ 0) of two-parameter family of operators

such that (19), (20) and (125) hold if (124) holds where
{
U

(3)
f (t, τ)

}
and C4(τ)

should be replaced by
{
U

(3)
f |Σ3

(t, τ)
}

and C∗
4(τ) = C∗

4(‖(uτ
0, v

τ
0 )‖H4 , ‖f3‖Ê3

), re-

spectively. In view of Σ3 ⊆ Ê3 ⊆ E3, we deduce from (177) that the semipro-

cess
{
U

(3)
f |Σ3

(t, τ)
}
(f ∈ Σ3, t ≥ τ ≥ 0) is (H4

+ × Σ3, H
4
+)-continuous. Similarly

to the proof of Theorem 7, noting that estimate (179) implies that the generic
constant C4(τ) and hence β3 obtained in Theorem 9 eventually depend on
C∗

4(τ)(i.e., C4(τ) ≤ C∗
4(τ)). For any given bounded set B̃3 ⊆ H4

+(⊆ H2
+ ⊆ H1

+),

we assume that (uτ
0, v

τ
0 ) ∈ B̃3, i.e., ‖(uτ

0, v
τ
0 )‖H4 ≤ B̂∗

3 , B̂
∗
3(≥ B̂∗

2 ≥ B̂∗
1) is a pos-

itive constant. Then C∗
4(τ) ≤ C∗

4(τ, B̂∗
3) where C∗

4(τ, B̂∗
3) is a positive constant

depending only on B̂∗
3 and ‖f3‖Ê3

. Thus it follows that there exist positive con-

stants C∗
4(τ, B̂∗

3) and β∗3 = β∗3(C
∗
4(τ, B̂∗

3)) such that for any fixed β ∈ (0, β∗3 ],
estimate (22) still holds where C4(τ) should be replaced by C∗

4(τ, B̂∗
3), i.e.,

eβt‖(uτ (t), vτ (t))‖2
H4

+

t∫
τ

eβs(‖uτ‖2
H4 + ‖vτ‖2

H5 + ‖vτ
t ‖2

H3 + ‖vτ
tt‖2

H1 + ‖vτ
ttt‖2)(s)ds

≤ C∗
4(τ, B̂∗

3)e
βτ . (180)

for any t ≥ τ ≥ 0. Now fix β ∈ (0, B̂∗
3 ], τ ∈ R+, and let

R3 = 1, t∗3 = max
{
t∗2, log[C∗

4(τ, B̂∗
3)]

}
.

Thus it follows from (180) that for t ≥ t∗3 ≥ τ , for any f ∈ Σ3,

(uτ (t), vτ (t)) = U
(3)
f |Σ3

(t, τ)(uτ
0, v

τ
0 ) ∈ B(0, R3).
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That is, ⋃
f∈Σ3

U
(3)
f |Σ3

(t, τ)B̃3 ⊆ B(0, R3)

which implies that B(0, R3) is a uniform absorbing set in H4
+ for the semipro-

cess
{
U

(3)
f |Σ3

(t, τ)
}
(f ∈ Σ3, t ≥ τ ≥ 0). On the other hand, similar to (133),

picking t∗∗3 = max[t∗∗2 , t∗3], we conclude from (106) that as t ≥ t∗∗3 ,

‖(uτ (t), vτ (t))‖H6×H6 ≤ 1 (181)

which implies that B(0, R3) is a uniform compact absorbing set in H4
+ by the

compact embedding H6×H6 ↪→ H4
+. Hence the semiprocess

{
U

(3)
f |Σ3

(t, τ)
}
(t ≥

τ ≥ 0, f ∈ Σ3) is a uniformly compact family of operators and is further
asymptotically compact family of semiprocess. Thus it fololws from Lemma
15 that

{
U

(3)
f |Σ3

(t, τ)
}
(t ≥ τ ≥ 0, f ∈ Σ3) possesses a uniform (with respect to

f ∈ Σ3) compact attractor AΣ3 , and evidently
⋃

f∈Σ3
A(3)
{f} ⊆ AΣ3 . The proof

is complete. �

Proof of Theorem 11 The proof is basically same as those of Theorems
4 and 8. First, noting that f3 ∈ Ê3 ⊆ Ẽ3, the conclusions except for (1)-
(4) and (i)-(iii) of Theorem 11 follow from Theorem 10, where Σ3 and Ê3

should be replaced by Σ̃3 and Ẽ3 respectively. Second, we infer from Lemma
18 that any f(s) ∈ Σ̃3, fs(s), fss(s) and fsss(s) are translation compact in
L2

loc,w(R+, H3(0, 1)), L2
loc,w(R+, H2(0, 1)), L2

loc,w(R+, H1(0, 1)) and L2
loc,w(R+,

L2(0, 1)) respectively, and there holds that

sup
t∈R+

t+h∫
t

‖f(s)‖2
H3ds≤ sup

t∈R+

t+h∫
t

‖f̃3(s)‖2
H3ds, (182)

1∑
i=0

sup
t∈R+

t+h∫
t

‖∂i
sf(s)‖2

H2ds≤
1∑

i=0

sup
t∈R+

t+h∫
t

‖∂i
sf̃3(s)‖2

H2ds, (183)

2∑
i=0

sup
t∈R+

t+h∫
t

‖∂i
sf(s)‖2

H1ds≤
2∑

i=0

sup
t∈R+

t+h∫
t

‖∂i
sf̃3(s)‖2

H1ds, (184)

3∑
i=0

sup
t∈R+

t+h∫
t

‖∂i
sf(s)‖2ds≤

3∑
i=0

sup
t∈R+

t+h∫
t

‖∂i
sf̃3(s)‖2ds. (185)

Thus by virtue of Lemma 17 and (182)-(185), we see that for any f ∈ Σ̃3,

‖f‖2
L2

b
(R+,H3(0,1))∩H1

b
(R+,H2(0,1))∩H2

b
(R+,H1(0,1))∩H3

b
(R+,L2(0,1))
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= sup
t∈R+

t+h∫
t

‖f(s)‖2
H3ds +

1∑
i=0

sup
t∈R+

t+h∫
t

‖∂i
sf(s)‖2

H2ds

+
2∑

i=0

sup
t∈R+

t+h∫
t

‖∂i
sf(s)‖2

H1ds +
3∑

i=0

sup
t∈R+

t+h∫
t

‖∂i
sf(s)‖2ds

≤ ‖f̃3‖2
Ê3

< +∞

which together with Lemma 17 implies that f̃3 is translation compact in
Ẽ3. Furthermore, conclusions (1)-(4) and (i)-(iii) also follow from Lemma 17,
(182)-(185) and Lemmas 18-19 respectively. The proof of (iv) is similar to that
of Theorem 4 or Theorem 8. The proof is now complete. �
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