# ON THE ROOT FUNCTIONS OF GENERAL ELLIPTIC BOUNDARY VALUE PROBLEMS 

N. TARKHANOV


#### Abstract

We consider a boundary value problem for an elliptic differential operator of order $2 m$ in a domain $\mathcal{D} \subset \mathbb{R}^{n}$. The boundary of $\mathcal{D}$ is smooth outside a finite number of conical points, and the Lopatinskii condition is fulfilled on the smooth part of $\partial \mathcal{D}$. The corresponding spaces are weighted Sobolev spaces $H^{s, \gamma}(\mathcal{D})$, and this allows one to define ellipticity of weight $\gamma$ for the problem. The resolvent of the problem is assumed to possess rays of minimal growth. The main result says that if there are rays of minimal growth with angles between neighbouring rays not exceeding $\pi(\gamma+2 m) / n$, then the root functions of the problem are complete in $L^{2}(\mathcal{D})$. In the case of second order elliptic equations the results remain true for all domains with Lipschitz boundary.


## Introduction

Expansions over eigenvectors of selfadjoint operators in a Hilbert space are well understood. After [Mar62] expansions over root vectors are also intensively elaborated for weak perturbations of selfadjoint operators, cf. [Agr94a]. Although such investigations are of independent interest in operator theory, most interesting applications are still in elliptic theory, cf. [Agr94].

The problem of completeness of the system of eigen and associated functions of boundary value problems for elliptic operators in domains with smooth boundaries was studied in many articles.

The study was initiated by the paper of Keldysh [Kel51] who proved a general theorem on the completeness of the system of eigen and associated functions of non-selfadjoint differential operators and obtained as its corollary the theorem on the completeness for elliptic operators of second order with the Dirichlet boundary conditions.

In a series of papers [Bro53], [Bro59a], [Bro53b], Browder obtained the theorem for the Dirichlet problem for elliptic operators of arbitrary order with real principal part.

Agmon [Agm62] and Schechter [Sch59] proved that the system of root functions of an elliptic boundary problem is complete in a bounded domain $\mathcal{D}$ with a smooth boundary provided that the Lopatinskii condition is fulfilled. Recently Agranovich et al. [ADF00] improved the Agmon theorem by relaxing the regularity conditions on the boundary.

For the Dirichlet problem for strongly elliptic differential operators of order $2 m$ the completeness of the system of eigen and associated functions in $L^{2}(\mathcal{D})$, where $\mathcal{D}$ is an arbitrary bounded domain, was proved by Agranovich [Agr94a]. He studied also the problem with the Neumann boundary conditions, assuming that the surface $\partial \mathcal{D}$ is Lipschitzian.

In the case of Neumann problem for second order elliptic systems the completeness of root functions was investigated by Krukovsky [Kru76].

[^0]All the mentioned authors actually used the methods of [Kel51]. We shall also use them here as well as the methods of Carleman presented in [Car36].

## 1. Expansion of the resolvent

Let $B$ be a Banach space and $\mathcal{L}(B)$ the algebra of all bounded linear operators acting in $B$.

Suppose $\lambda_{0} \in \mathbb{C}$ and $F(\lambda)$ is a holomorphic function in a punctured neighbourhood of $\lambda_{0}$ which takes its values in $\mathcal{L}(B)$.

The point $\lambda_{0}$ is called a characteristic value of $F(\lambda)$ if there exists a holomorphic function $u(\lambda)$ in a neighbourhood of $\lambda_{0}$ with values in $B$, such that $u\left(\lambda_{0}\right) \neq 0$ but $F(\lambda) u(\lambda)$ extends to a holomorphic function near $\lambda_{0}$ and vanishes at this point. We call $u(\lambda)$ a root function of $F(\lambda)$ at $\lambda_{0}$.

Assume that $\lambda_{0}$ is a characteristic value of $F(\lambda)$ and $u(\lambda)$ a root function at $\lambda_{0}$. The order of $\lambda_{0}$ as a zero of $F(\lambda) u(\lambda)$ is called the multiplicity of $u(\lambda)$, and the vector $u_{0}=u\left(\lambda_{0}\right)$ an eigenvector of $F(\lambda)$ at $\lambda_{0}$. If supplemented by the zero vector, the eigenvectors of $F(\lambda)$ at $\lambda_{0}$ form a vector space. The closure of the set of all eigenvectors of $F(\lambda)$ at $\lambda_{0}$ is called the kernel of $F(\lambda)$ at $\lambda_{0}$, and it is denoted by ker $F\left(\lambda_{0}\right)$.

By the rank of an eigenvector $u_{0} \in B$ is meant the maximum of the multiplicities of all root functions $u(\lambda)$ such that $u\left(\lambda_{0}\right)=u_{0}$, if the set of multiplicities of these functions is bounded. If these multiplicities are unbounded, the rank of $u_{0}$ is taken to be infinity.

Suppose that $\operatorname{ker} F\left(\lambda_{0}\right)$ is of finite dimension $I$ and that the ranks of all eigenvectors $u_{0} \in \operatorname{ker} F\left(\lambda_{0}\right)$ are finite. By a canonical system of eigenvectors of $F(\lambda)$ at $\lambda_{0}$ we mean any system of eigenvectors $u_{0,1}, \ldots, u_{0, I}$ with the property that the rank of $u_{0,1}$ is maximal among the ranks of all eigenvectors of $F(\lambda)$ at $\lambda_{0}$ and the rank of $u_{0, i}$ is maximal among the ranks of all eigenvectors of $F(\lambda)$ at $\lambda_{0}$ in any direct complement in $\operatorname{ker} F\left(\lambda_{0}\right)$ of the linear span of the vectors $u_{0,1}, \ldots, u_{0, i-1}$, for $i=2, \ldots, I$.

Let $r_{i}$ be the rank of $u_{0, i}$. It is easy to see that the rank of any eigenvector $u_{0}$ corresponding to the characteristic value $\lambda_{0}$ is equal to one of the $r_{i}$. Consequently, the numbers $r_{1}, \ldots, r_{I}$ are uniquely determined by the function $F(\lambda)$. Note that a canonical system of eigenvectors is not uniquely determined in general. The numbers $r_{i}$ are said to be partial null multiplicities of the characteristic value $\lambda_{0}$ of $F(\lambda)$. Following [GS71], we call $n\left(F\left(\lambda_{0}\right)\right)=r_{1}+\ldots+r_{I}$ the null multiplicity of the characteristic value $\lambda_{0}$ of $F(\lambda)$. If $F(\lambda)$ has no root functions at $\lambda_{0}$, we set $n\left(F\left(\lambda_{0}\right)\right)=0$.

We now apply these arguments again, with $F(\lambda)$ replaced by the inverse family $F^{-1}(\lambda)$. Suppose $\lambda_{0} \in \mathbb{C}$ is a characteristic value of $F^{-1}(\lambda)$ and the kernel of $F^{-1}(\lambda)$ at $\lambda_{0}$ is of finite dimension $J$. If $\varrho_{1}, \ldots, \varrho_{J}$ are the partial null multiplicities of this characteristic value of $F^{-1}(\lambda)$, then we call $\varrho_{1}, \ldots, \varrho_{J}$ the partial polar multiplicities of the characteristic value $\lambda_{0}$ of $F(\lambda)$. We call $n\left(F^{-1}\left(\lambda_{0}\right)\right)=\varrho_{1}+\ldots+\varrho_{J}$ the polar multiplicity of the characteristic value $\lambda_{0}$ of $F(\lambda)$ and denote it by $p\left(F\left(\lambda_{0}\right)\right)$. If $F^{-1}(\lambda)$ has no root functions at $\lambda_{0}$, we set $p\left(F\left(\lambda_{0}\right)\right)=0$.

The quantity $m\left(F\left(\lambda_{0}\right)\right)=n\left(F\left(\lambda_{0}\right)\right)-p\left(F\left(\lambda_{0}\right)\right)$ is called the multiplicity of the characteristic value $\lambda_{0}$ of $F(\lambda)$.

If $F(\lambda)$ is holomorphic at the point $\lambda_{0}$ and the operator $F\left(\lambda_{0}\right)$ is invertible, then $\lambda_{0}$ is called a regular point of $F(\lambda)$. Note that the multiplicity of any regular point of $F(\lambda)$ is equal to zero.

In the scalar case it is evident that the multiplicity of a characteristic value $\lambda_{0}$ of a function $F(\lambda)$ is equal to the multiplicity of the zero if $\lambda_{0}$ is a zero of $F(\lambda)$, and is equal to the order of the pole if $\lambda_{0}$ is a pole.

Assume that $\lambda_{0}$ is a pole of the operator-valued function $F(\lambda)$. In some neighbourhood of $\lambda_{0}$ we get an expansion

$$
\begin{equation*}
F(\lambda)=\sum_{j=-m}^{\infty} F_{j}\left(\lambda-\lambda_{0}\right)^{j} \tag{1.1}
\end{equation*}
$$

where $F_{j} \in \mathcal{L}(B)$.
If in (1.1) the operators $F_{-1}, \ldots, F_{-m}$ are of finite rank, then $F(\lambda)$ is called finitely meromorphic at $\lambda_{0}$.

The operator-valued function $F(\lambda)$ is said to be of Fredholm type at the point $\lambda_{0}$ if the operator $F_{0}$ in the expansion (1.1) is Fredholm. This is equivalent to saying that the value of $F$ at $\lambda_{0}$ is a Fredholm operator.

A point $\lambda_{0}$ is called a normal point of $F(\lambda)$ if $F(\lambda)$ is finitely meromorphic and of Fredholm type at $\lambda_{0}$ and if all points of some punctured neighbourhood of $\lambda_{0}$ are regular for $F(\lambda)$.

By [GS71], each normal point $\lambda_{0}$ of $F(\lambda)$ is a normal point of $F^{-1}(\lambda)$. If, in addition, $\lambda_{0}$ is a pole of either $F(\lambda)$ or $F^{-1}(\lambda)$, then it is a characteristic value of finite multiplicity of the other.

Expanding $F(\lambda)$ and $u(\lambda)$ as Laurent series (1.1) and

$$
u(\lambda)=\sum_{k=0}^{\infty} u_{k}\left(\lambda-\lambda_{0}\right)^{k}
$$

respectively, we get

$$
F(\lambda) u(\lambda)=\sum_{n=-m}^{r-1}\left(\sum_{j+k=n} F_{j} u_{k}\right)\left(\lambda-\lambda_{0}\right)^{n}+O\left(\left|\lambda-\lambda_{0}\right|^{r}\right)
$$

close to $\lambda_{0}$. It follows that for $u(z)$ to be a root function of $F(\lambda)$ at $\lambda_{0}$ of multiplicity $r \geq 1$ it is necessary and sufficient that

$$
\begin{equation*}
\sum_{k=0}^{n+m} F_{n-k} u_{k}=0 \tag{1.2}
\end{equation*}
$$

for all $n=-m, \ldots, r-1$.
The derivatives

$$
u_{k}=\frac{1}{k!} u^{(k)}\left(\lambda_{0}\right)
$$

$k=1, \ldots, r-1$, are said to be associated vectors for the eigenvector $u_{0}=u\left(\lambda_{0}\right)$ of $F(\lambda)$ at $\lambda_{0}$. Any subsystem $u_{0}, u_{1}, \ldots, u_{s}$ with $s \leq r-1$ is called a Jordan chain of length $s+1$ of $F(\lambda)$ at $\lambda=\lambda_{0}$.

Suppose $u_{0,1}, \ldots, u_{0, I}$ is a canonical system of eigenvectors of $F(\lambda)$ at $\lambda_{0}, I$ being the dimension of ker $F\left(\lambda_{0}\right)$. Denote by $r_{i}$ the rank of $u_{0, i}$. If, for every $i=1, \ldots, I$, the vectors $u_{0, i}, \ldots, u_{r_{i}-1, i}$ form a Jordan chain consisting of an eigenvectors and associated vectors of $F(\lambda)$ at $\lambda_{0}$, then the system

$$
\left(u_{0, i}, u_{1, i}, \ldots, u_{r_{i}-1, i}\right)_{i=1, \ldots, I}
$$

is called a canonical system of Jordan chains corresponding to the characteristic value $\lambda_{0}$ of $F(\lambda)$.

Let $F(\lambda)$ be a holomorphic function in a punctured neighbourhood of $\lambda_{0}$ with values in $\mathcal{L}(B)$. Then we define the transposed family $F^{\prime}(\lambda)$ with values in $\mathcal{L}\left(B^{\prime}\right)$, where $B^{\prime}$ is the dual of $B$, by the equality $\left\langle F^{\prime} g, u\right\rangle=\langle g, F u\rangle$ for all $g \in B^{\prime}$ and $u \in B$.

The following result is proved by Gokhberg and Sigal [GS71] for meromorphic operator-valued functions as a consequence of their normal factorisation theorem. They refer to Keldysh [Kel51] for the case of polynomials with values in operators on a Hilbert space.

Theorem 1.1. Let $\lambda_{0}$ be a characteristic value of the operator-valued function $F(\lambda)$, which is a normal point of $F(\lambda)$. Then there are biorthonormal canonical systems

$$
\begin{aligned}
& \left(u_{0, i}, u_{1, i}, \ldots, u_{r_{i}-1, i}\right)_{i=1, \ldots, I} \\
& \left(g_{0, i}, g_{1, i}, \ldots, g_{r_{i}-1, i}\right)_{i=1, \ldots, I}
\end{aligned}
$$

of eigenvectors and associated vectors of $F(\lambda)$ and $F^{\prime}(\lambda)$ at $\lambda_{0}$, respectively, such that

$$
\text { p.p. } F^{-1}(\lambda)=\sum_{i=1}^{I} \sum_{j=-r_{i}}^{-1}\left(\lambda-\lambda_{0}\right)^{j} \sum_{k=0}^{r_{i}+j}\left\langle g_{k, i}, \cdot\right\rangle u_{r_{i}+j-k, i} .
$$

Here, the abbreviation p.p. indicates the principal part of the Laurent expansion around $\lambda_{0}$.

## 2. Definitions

Let $\mathcal{D}$ be a bounded domain in $\mathbb{R}^{n}$ with boundary $\partial \mathcal{D}$ and let $\overline{\mathcal{D}}$ denote the closure of $\mathcal{D}$. We use the standard notation $x=\left(x_{1}, \ldots, x_{n}\right)$ for the coordinates in $\mathbb{R}^{n}$ and $D^{\alpha}=D_{1}^{\alpha_{1}} \ldots D_{n}^{\alpha_{1}}$ for the $\alpha$ th derivative, with $D_{j}=-\imath \partial / \partial x_{j}$ and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$.

Assume that $\partial \mathcal{D}$ is a surface of the class $C^{2 m}$ everywhere away from the origin $x=0$ that we will denote by $O$. Moreover, in a neighbourhood of the point $O$ the domain $\mathcal{D}$ is assumed to coincide with a conical domain

$$
K=\left\{x \in \mathbb{R}^{n}: \frac{x}{|x|} \in \Omega\right\}
$$

where $\Omega$ is a domain on the unit sphere having a boundary of the class $C^{2 m}$.
Consider a differential operator in $\mathcal{D}$

$$
A(x, D)=\sum_{|\alpha| \leq 2 m} a_{\alpha}(x) D^{\alpha}
$$

where $a_{\alpha}(x)$ are bounded measurable functions in $\overline{\mathcal{D}}$. The higher order coefficients $a_{\alpha}(x)$ with $|\alpha|=2 m$ are required to be continuous in $\overline{\mathcal{D}} \backslash\{O\}$.

More precisely, the coefficients $a_{\alpha}(x)$ for $|\alpha|=2 m$ have the form

$$
a_{\alpha}(x)=a_{\alpha, 0}\left(\frac{x}{|x|}\right)+a_{\alpha, 1}(x)
$$

in a neighbourhood of the point $O$, where $\lim _{x \rightarrow 0} a_{\alpha, 1}(x)=0$.
We now introduce a system of boundary operators

$$
B_{j}(x, D)=\sum_{|\alpha| \leq m_{j}} b_{j, \alpha}(x) D^{\alpha}
$$

for $j=0, \ldots, m-1$, where $m_{j}<2 m$ and $b_{j, \alpha}(x)$ are functions of the class $C^{2 m-j}$ in $\overline{\mathcal{D}} \backslash\{O\}$. For $|\alpha|=m_{j}$ we require

$$
b_{j, \alpha}(x)=b_{j, \alpha, 0}\left(\frac{x}{|x|}\right)+b_{j, \alpha, 1}(x),
$$

where $\lim _{x \rightarrow 0} b_{j, \alpha, 1}(x)=0$.
In the sequel we assume that the operator $A$ is elliptic, i.e., $\sigma^{2 m}(A)(x, \xi) \neq 0$ for all $x \in \overline{\mathcal{D}} \backslash\{O\}$ and $\xi \in \mathbb{R}^{n} \backslash\{0\}$. If $n=2$ we also suppose that the condition of regular ellipticity is fulfilled. This latter means that for $x \in \mathcal{D}$ and any pair of linearly independent vectors $\xi, \eta$ the polynomial $\sigma^{2 m}(A)(x, \xi+z \eta)$ has exactly $m$ roots $z$ with positive imaginary part. It is known, cf. for instance [ADN59], that for $n>2$ this condition is always satisfied. It also holds if the coefficients of the principal symbol $\sigma^{2 m}(A)$ are real.

Suppose that the Lopatinskii condition is fulfilled outside of the point $x=0$. The operators

$$
\begin{aligned}
A_{0} & =\sum_{|\alpha|=2 m} a_{\alpha, 0}(\omega) D^{\alpha}, \\
B_{j, 0} & =\sum_{|\alpha|=m_{j}} b_{j, \alpha, 0}(\omega) D^{\alpha},
\end{aligned}
$$

where $(r, \omega)$ is the spherical coordinate system with center at $O$, satisfy the Lopatinskii condition on $\partial K \backslash\{O\}$.

We shall consider complex-valued functions defined in $\mathcal{D}$. For $u \in C^{s}(\overline{\mathcal{D}})$, we introduce the norm

$$
\|u\|_{H^{s}(\mathcal{D})}=\left(\int_{\mathcal{D}} \sum_{|\alpha| \leq s}\left|D^{\alpha} u\right|^{2} d x\right)^{1 / 2}
$$

The completion of the space $C^{s}(\overline{\mathcal{D}})$ with respect to this norm is the Banach space $H^{s}(\mathcal{D})$.

Given any $\gamma \in \mathbb{R}$, we define the space $H^{s, \gamma}(\mathcal{D})$ to consist of all functions $u$ such that

$$
\begin{aligned}
\|u\|_{H^{s, \gamma}(\mathcal{D})}^{2} & :=\int_{\mathcal{D}}|x|^{-2 \gamma} \sum_{|\alpha| \leq s}|x|^{2|\alpha|}\left|D^{\alpha} u\right|^{2} d x \\
& <\infty
\end{aligned}
$$

Consider the boundary problem

$$
\begin{align*}
A(x, D) u & =f \quad \text { in } \quad \mathcal{D}, \\
B_{j}(x, D) u & =0 \quad \text { on } \quad \partial \mathcal{D} \tag{2.1}
\end{align*}
$$

for $j=0, \ldots, m-1$. The operator pencil

$$
\begin{aligned}
r^{-\imath \lambda} A_{0}\left(r^{\imath \lambda} u(\omega)\right), & \omega \in \Omega, \\
r^{-\imath \lambda} B_{i 0}\left(r^{\imath \lambda} u(\omega)\right) . & \omega \in \partial \Omega
\end{aligned}
$$

is of crucial importance in the study of boundary value problems in domains with a conic point on the boundary. It is well known that the spectrum of the boundary value problem

$$
\begin{align*}
r^{-\imath \lambda} A_{0}\left(r^{\imath \lambda} u(\omega)\right) & =0 \quad \text { for } \quad \omega \in \Omega,  \tag{2.2}\\
r^{-\imath \lambda} B_{j, 0}\left(r^{\imath \lambda} u(\omega)\right) & =0 \quad \text { for } \quad \omega \in \partial \Omega
\end{align*}
$$

is discrete.
The following theorem is proved in [Kon67].
Theorem 2.1. If there are no points of the spectrum of the problem (2.2) on the line $\Im \lambda=n / 2-\gamma$, then

$$
\|u\|_{H^{2 m, \gamma+2 m}(\mathcal{D})} \leq C\left(\|A u\|_{H^{0, \gamma}(\mathcal{D})}+\|u\|_{L^{2}(\mathcal{D})}\right)
$$

for all functions $u \in H^{2 m, \gamma+2 m}(\mathcal{D})$ satisfying the boundary condition $B_{j} u=0$ on $\partial \mathcal{D} \backslash\{O\}$ for each $j=0, \ldots m-1$.

## 3. Rays of minimal growth

Let us denote by $T$ the unbounded linear operator $L^{2}(\mathcal{D}) \rightarrow L^{2}(\mathcal{D})$ whose domain is

$$
\mathcal{D}_{T}=\left\{u \in H^{2 m, \gamma+2 m}(\mathcal{D}): B_{j} u=0 \text { on } \partial \mathcal{D} \backslash\{O\} \text { for } j=0, \ldots, m-1\right\}
$$

and that maps an element $u \in \mathcal{D}_{T}$ to $A u$.
Theorem 2.1 implies that $T$ is a closed linear operator $L^{2}(\mathcal{D}) \rightarrow L^{2}(\mathcal{D})$ and the dimensions of his kernel and cokernel are finite. If the spectrum of $T$ is not the whole complex plane then it is discrete.

Definition 3.1. A ray $\arg \lambda=\theta$ in the complex plane $\lambda$ is called a ray of minimal growth for the resolvent $\mathcal{R}(\lambda)=(T-\lambda I)^{-1}: L^{2}(\mathcal{D}) \rightarrow L^{2}(\mathcal{D})$ of the operator $T$ if the resolvent exists for all $\lambda$ of sufficiently large modulus on this ray, and for all such $\lambda$ we have

$$
\|\mathcal{R}(\lambda)\|_{\mathcal{L}\left(L^{2}(\mathcal{D})\right)} \leq C|\lambda|^{-\delta}
$$

with some $\delta>0$ and a constant $C>0$.
Note that this definition is slightly different from the usual one where one assumes that $\delta=1$.

We will now indicate some conditions for a ray $\arg \lambda=\theta$ to be a ray of minimal growth for the resolvent of $T$.

Theorem 3.1. The spectrum of the operator $T$ is discrete and the $\operatorname{ray} \arg \lambda=\theta$ is a ray of minimal growth for $\mathcal{R}(\lambda)$ if:

1) $\frac{A_{0}(x, \xi)}{\left|A_{0}(x, \xi)\right|} \neq e^{\imath \theta}$ for all $x \in \mathcal{D}$ and $\xi \in \mathbb{R}^{n} \backslash\{0\}$.
2) For $x \in \partial \mathcal{D} \backslash\{O\}$, let $\nu(x)$ be the normal vector for $\partial \mathcal{D}$ at $x$, and $\xi \in \mathbb{R}^{n} \backslash\{0\}$ be orthogonal to $\nu(x)$. If $z_{1}^{+}(\xi, \lambda), \ldots, z_{m}^{+}(\xi, \lambda)$ are the roots with positive imaginary parts of $A_{0}(x, \xi+z \nu(x))-\lambda$, where $\lambda$ is a complex number with $\arg \lambda=\theta$, then the polynomials $B_{j, 0}(x, \xi+z \nu(x)), j=0, \ldots, m-1$, are linearly independent modulo $\prod_{j=1}^{m}\left(z-z_{j}^{+}(\xi, \lambda)\right)$.
3) There is a $\gamma \in(-2 m, 0]$ with the property that the boundary value problem in the infinite cone $K$

$$
\begin{align*}
A_{0}(\omega, D) u-e^{2 \theta} u & =f \quad \text { for } \quad x \in K,  \tag{3.1}\\
B_{j, 0}(\omega, D) u & =0 \quad \text { for } \quad x \in \partial K
\end{align*}
$$

has a unique solution in $H^{2 m, \gamma+2 m}(K) \cap H^{0, \gamma}(K)$ for each $f \in H^{0, \gamma}(K)$, and

$$
\|u\|_{H^{2 m, \gamma+2 m}(K)}+\|u\|_{H^{0, \gamma}(K)} \leq C\|f\|_{H^{0, \gamma}(K)}
$$

The conditions 1) and 2) were introduced by Agmon in [Agm62] where the completeness of the system of eigen and associated (root) vectors was proved for an elliptic boundary problem in a smooth domain. These conditions appear in the study of an elliptic boundary problem with a parameter. In the condition 2) the existence of $m$ roots with positive imaginary parts actually follows from the ellipticity of the operator $A$, which also implies that their number is less than or equal to $m$.

The condition 3) is difficult to check. It is met systematically in the study of boundary value problems in domains with conic points on the boundary, cf. for instance [MP79, NP94, Sch98]. One can show that the problem (3.1) is Fredholm, i.e., its kernel and cokernel have finite dimensions. The condition 3) says that these dimensions just amount to zero. This condition is actually equivalent to the following one:
$3^{\prime}$ ) For any $f(t, x)$ satisfying

$$
\int_{\mathbb{R}} \int_{K}|x|^{-2 \gamma}|f(t, x)|^{2} d t d x<\infty
$$

there is a unique solution of the boundary value problem

$$
\begin{aligned}
e^{\imath \theta} D_{t}^{2 m} u-A_{0} u & =f \quad \text { in } \quad \mathbb{R} \times K \\
B_{j, 0} u & =0 \quad \text { on } \quad \mathbb{R} \times \partial K
\end{aligned}
$$

for $j=0, \ldots, m-1$, such that

$$
\int_{\mathbb{R}} \int_{K}|x|^{-2 \gamma-4 m}|u(t, x)|^{2} d t d x<\infty
$$

There are some examples where this condition is fulfilled or is not.

## 4. Proof of Theorem 3.1

We have to show that the estimate

$$
\begin{equation*}
\|u\|_{L^{2}(\mathcal{D})} \leq \frac{C}{|\lambda|^{\delta}}\|(T-\lambda I) u\|_{L^{2}(\mathcal{D})} \tag{4.1}
\end{equation*}
$$

holds for any function $u \in \mathcal{D}_{T}$ and for all $\lambda$ with sufficiently large modulus on the ray $\arg \lambda=\theta$, where $\delta>0$.

Consider the operator

$$
L:=e^{\imath \theta} D_{t}^{2 m}-A
$$

The operator $L$ is elliptic of order $2 m$ in the closure of the cylindrical domain $\mathbb{R} \times \mathcal{D}$ of $\mathbb{R}^{n+1}$. One can check that 2 ) is equivalent to the condition that the operator $L$ and the system of boundary operators $B_{j}$ satisfy the Lopatinskii condition at each point of $\mathbb{R} \times(\partial \mathcal{D} \backslash\{O\})$.

Let $u(t, x) \in C^{2 m}(\mathbb{R} \times \overline{\mathcal{D}})$ be such that $u \equiv 0$ for all $|t| \geq 1$ and $B_{j} u=0$ on $\mathbb{R} \times(\partial \mathcal{D} \backslash\{O\})$ for each $j=0, \ldots, m-1$. Then the estimate

$$
\begin{align*}
& \int_{\mathbb{R}} \int_{\mathcal{D}} r^{-2 \gamma}\left|D_{t}^{2 m} u\right|^{2} d t d x+\int_{\mathbb{R}} \int_{\mathcal{D}} r^{-2 \gamma-4 m} \sum_{|\alpha| \leq 2 m} r^{2|\alpha|}\left|D^{\alpha} u\right|^{2} d t d x \\
\leq & c\left(\int_{\mathbb{R}} \int_{\mathcal{D}} r^{-2 \gamma}|L u|^{2} d t d x+\int_{\mathbb{R}} \int_{\mathcal{D}}|u|^{2} d t d x\right) \tag{4.2}
\end{align*}
$$

is true with a constant $c$ independent of $u$. Estimate (4.2) can be proved with the help of partition of unity and estimates of solutions to elliptic equations in $\mathbb{R}^{n}$, both in the half-space and in an unbounded dihedral angle. A detailed proof can be found in [Kon67].

Choose a function $\omega(t) \in C_{\text {comp }}^{\infty}(\mathbb{R})$ with the property that $\omega(t) \equiv 1$ for $|t|<1 / 2$ and $\omega(t)=0$ for $|t|>1$. Given a function $u(x) \in C^{2 m}(\overline{\mathcal{D}})$ satisfying the boundary conditions $B_{j} u=0$ on $\partial \mathcal{D} \backslash\{O\}$ for $j=0, \ldots, m-1$, we put

$$
v_{\sigma}(t, x)=\omega(t) e^{\imath \sigma t} u(x),
$$

where $\sigma$ is a real number.
For $\rho>0$, write $\mathcal{C}_{\rho}=(-\rho, \rho) \times \mathcal{D}$. Using inequality (4.2) we readily conclude that

$$
\int_{\mathcal{C}_{1}} r^{-2 \gamma-4 m} \sum_{|\alpha| \leq 2 m} r^{2|\alpha|}\left|D_{t, x}^{\alpha} v_{\sigma}\right|^{2} d t d x \leq c\left(\int_{\mathcal{C}_{1}} r^{-2 \gamma}\left|L v_{\sigma}\right|^{2} d t d x+\int_{\mathcal{C}_{1}}\left|v_{\sigma}\right|^{2} d t d x\right)
$$

for all $\sigma \in \mathbb{R}$, where the constant $c$ does not depend on $\sigma$. An easy computation shows that

$$
\begin{equation*}
L v_{\sigma}=\omega(t) e^{\imath \sigma t}\left(\sigma^{2 m} e^{\imath \theta} u-A u\right)+S\left(e^{\imath \sigma t} u\right), \tag{4.3}
\end{equation*}
$$

where $S$ is a linear differential operator of order $2 m-1$ with bounded coefficients. Since $v_{\sigma} \equiv 0$ for $|t|>1$, (4.3) implies that

$$
\begin{aligned}
& \int_{\mathcal{C}_{1 / 2}} r^{-2 \gamma-4 m} \sum_{|\alpha| \leq 2 m} r^{2|\alpha|}\left|D_{t, x}^{\alpha}\left(e^{\imath \sigma t} u\right)\right|^{2} d t d x \\
\leq & C\left(\int_{\mathcal{D}} r^{-2 \gamma}\left|\sigma^{2 m} e^{\imath \theta} u-A u\right|^{2} d x+\int_{\mathcal{D}} r^{-2 \gamma} \sum_{|\alpha| \leq 2 m-1} \sigma^{2(2 m-1-|\alpha|)}\left|D^{\alpha} u\right|^{2} d x+\int_{\mathcal{D}}|u|^{2} d x\right),
\end{aligned}
$$

with $C$ a constant independent of $\sigma$ and $u$. Combining this inequality with an obvious estimate

$$
\begin{aligned}
& C^{\prime} \int_{\mathcal{C}_{1 / 2}} r^{-2 \gamma-4 m} \sum_{|\alpha| \leq 2 m} r^{2|\alpha|}\left|D_{t, x}^{\alpha}\left(e^{\imath \sigma t} u\right)\right|^{2} d t d x \\
& \quad \geq \int_{\mathcal{D}} r^{-2 \gamma-4 m} \sum_{|\alpha|=2 m} \sum_{j+|\beta|=|\alpha|} r^{2|\alpha|} \sigma^{2 j}\left|D^{\beta} u\right|^{2} d x \\
& \quad \geq c^{\prime}\left(\int_{\mathcal{D}} r^{-2 \gamma} \sum_{|\beta| \leq 2 m} \sigma^{2(2 m-|\beta|)}\left|D^{\beta} u\right|^{2} d x+\int_{\mathcal{D}} \sigma^{4 m+2 \gamma}|u|^{2} d x\right)
\end{aligned}
$$

we get

$$
\int_{\mathcal{D}} \sigma^{4 m+2 \gamma}|u|^{2} d x \leq \text { const } \int_{\mathcal{D}}\left|\sigma^{2 m} e^{\imath \theta} u-A u\right|^{2} d x
$$

for all $\sigma \in \mathbb{R}$ of sufficiently large modulus. This just amounts to saying that

$$
|\lambda|^{\frac{4 m+2 \gamma}{2 m}}\|u\|_{L^{2}(\mathcal{D})}^{2} \leq C\|(A-\lambda I) u\|_{L^{2}(\mathcal{D})}^{2}
$$

if $\arg \lambda=\theta$ and $|\lambda|$ is sufficiently large. Hence it follows that there are no points of the spectrum of the operator $A-\lambda I$ on the ray $\arg \lambda=\theta$ with modulus $|\lambda|$ large enough, and

$$
\left\|(T-\lambda I)^{-1}\right\|_{\mathcal{L}\left(L^{2}(\mathcal{D})\right)} \leq \sqrt{C}|\lambda|^{-1-\frac{\gamma}{2 m}}
$$

Since we assume $-2 m<\gamma \leq 0$, the ray $\arg \lambda=\theta$ is a ray of minimal growth for the resolvent.

In order to finish the proof of Theorem 3.1 it remains to show that the map $T-\lambda I$ is a map onto the whole space $L^{2}(\mathcal{D})$. This proof is long and is based on usual methods of the theory of elliptic boundary problems with the help of partition of unity and construction of a parametrix.

## 5. Generalised eigenelements

Theorem 3.1 says that the spectrum of the operator $T$ is discrete. Let us fix a point $z$ outside of the spectrum of the operator $T$ and put $R=(T-z I)^{-1}$. We have

$$
\mathcal{R}\left(\frac{1}{\lambda-z}, R\right)=-(\lambda-z) I-(\lambda-z)^{2} \mathcal{R}(\lambda, T)
$$

An element $\Phi \in L^{2}(\mathcal{D})$ different from zero is said to be a generalised eigenelement of the operator $R$ corresponding to an eigenvalue $\mu \in \mathbb{C}$, if $(R-\mu I)^{\iota} \Phi=0$ for some integer $\iota \geq 0$. The minimal $\iota$, for which this relation holds is then called the index of $\Phi$.

It is well known that the dimension of the space of generalised eigenelements of $R$ corresponding to an eigenvalue $\mu$ is finite. This dimension is called the multiplicity of $\mu$. Let us denote by $E(R)$ the closure in $L^{2}(\mathcal{D})$ of the linear span of all generalised eigenelements of the operator $R$.

The operator-valued function $\mathcal{R}(\lambda, R)$ is a meromorphic function of $\lambda \in \mathbb{C}$ with its poles at the points that are eigenvalues of the operator $R$. Let $f \in L^{2}(\mathcal{D})$. Consider the function $\mathcal{R}(\lambda, R) f$ which is analytic everywhere except of the point $\lambda=0$ and the points $\mu_{k}$ which can be its poles. If $\lambda=\mu_{k}$ is a pole of $\mathcal{R}(\lambda, R) f$ then in a sufficiently small neighbourhood of $\mu_{k}$ the function $\mathcal{R}(\lambda, R) f$ expands in a Laurent series

$$
\mathcal{R}(\lambda, R) f=\frac{\Phi_{\iota}}{\left(\lambda-\mu_{k}\right)^{\iota}}+\frac{\Phi_{\iota-1}}{\left(\lambda-\mu_{k}\right)^{\iota-1}}+\ldots+\frac{\Phi_{1}}{\lambda-\mu_{k}}+\sum_{j=0}^{\infty} f_{j}\left(\lambda-\mu_{k}\right)^{j}
$$

where $\iota \geq 1$ and $\Phi_{\iota} \neq 0$, the functions $\Phi_{j} \in L^{2}(\mathcal{D})$ are generalised eigenelements of $R$ of index $\iota-j+1$, and $f_{j} \in L^{2}(\mathcal{D})$ for $j \geq 0$.

Similarly, a function $\Phi \in \mathcal{D}_{T}$ is said to be a generalised eigenelement of $T$ corresponding to an eigenvalue $\lambda$, if $(T-\lambda)^{\iota} \Phi=0$ for some $\iota \geq 1$. The minimal $\iota$, for which $(T-\lambda)^{\iota} \Phi=0$, is also called the index of $\Phi$.

It is clear that the function $\Phi$ is a generalised eigenelement of $T$ corresponding to $\lambda$ if and only if $\Phi$ is a generalised eigenelement of $\mathcal{R}(z, T)$, corresponding to the eigenvalue $1 /(\lambda-z)$. The closure in $L^{2}(\mathcal{D})$ of the linear span of all generalised eigenelements of the operator $T$ is denoted by $E(T)$. Out next objective is to show that $E(T)=L^{2}(\mathcal{D})$. But we first prove the following result about the growth of the resolvent.

Theorem 5.1. Suppose $R$ is a compact operator in $L^{2}(\mathcal{D})$ with the property that $R L^{2}(\mathcal{D}) \subset H^{2 m, \gamma+2 m}(\mathcal{D})$ for some $-2 m<\gamma<0$. Let $\left\{\mu_{\iota}\right\}$ be the sequence of nonzero eigenvalues of $R$ counted with their multiplicities, and $\mathcal{R}(\lambda, R)$ be the resolvent of $R$. Then

1) $\sum_{\iota}\left|\mu_{\iota}\right|^{\frac{n}{2 m+\gamma}+\varepsilon}<\infty$ for any $\varepsilon>0$.
2) There exists a sequence $\rho_{j} \rightarrow 0$, such that $\mathcal{R}(\lambda, R)$ is defined for $|\lambda|=\rho_{j}$ and satisfies

$$
\|\mathcal{R}(\lambda, R)\| \leq \exp \left(|\lambda|^{-\frac{n}{2 m+\gamma}-\varepsilon}\right)
$$

for $|\lambda|=\rho_{j}, j \in \mathbb{N}$, with any $\varepsilon>0$.

## 6. Completeness of root functions

To prove Theorem 5.1 we need some constructions from [Agm62]. Let $Q$ be a cube in $\mathbb{R}^{n}$,

$$
Q=\left\{x \in \mathbb{R}^{n}:\left|x_{j}\right|<\pi, j=1, \ldots, n\right\} .
$$

If $u \in L^{2}(Q)$ then

$$
u(x)=\sum_{k \in \mathbb{Z}^{n}} a_{k} e^{\imath\langle k, x\rangle}
$$

For any $r>0$, let $H^{(r)}$ be the space of functions $u$ with finite norm

$$
\|u\|_{H^{(r)}}^{2}=\left|a_{0}\right|^{2}+\sum_{k \in \mathbb{Z}^{n} \backslash\{0\}}|k|^{2 r}\left|a_{k}\right|^{2} .
$$

Put

$$
\Lambda_{s} u(x)=\sum_{k \in \mathbb{Z}^{n}}\left(1+|k|^{2}\right)^{s / 2} a_{k} e^{\imath\langle k, x\rangle} .
$$

It is easy to verify that for $s>0$ the operator $\Lambda_{-s}$ is selfadjoint and compact in $L^{2}(Q)$. Its eigenvalues are $\left(1+|k|^{2}\right)^{-s / 2}$ and the corresponding eigenfunctions are $e^{\imath\langle k, x\rangle}$.

Let $z_{0}$ be a point not belonging to the spectrum of an operator $A$ in a Hilbert space $H$. Put $R=\left(A-z_{0} I\right)^{-1}$. We can certainly assume that $z_{0}=0$.

Obviously, $R^{*} R$ is a non-negative selfadjoint compact operator in $H$. The operator $S=\left(R^{*} R\right)^{1 / 2}$ is also non-negative, selfadjoint, and compact in $H$. Let $\mu_{j}(S)$ be the eigenvalues of $S$.

Definition 6.1. The operator $R$ is said to be of the class $C_{p}$, with $0<p<\infty$, provided

$$
\sum_{j}\left|\mu_{j}(S)\right|^{p}<\infty
$$

Since

$$
\sum_{k \in \mathbb{Z}^{n}}\left(1+|k|^{2}\right)^{-p s / 2}<\infty
$$

if $p s>n$, the operator $\Lambda_{-s}$ belongs to $C_{p}$ for $p>n / s$. The following Lemmas are taken from [DS63].

Lemma 6.1. Assume that $R$ is a compact linear operator of the class $C_{p}$, with $0<p<\infty$, in a Hilbert space $H$. Then there exists a sequence $\rho_{j}$ satisfying $\rho_{j} \rightarrow 0$, such that

$$
\|\mathcal{R}(\lambda, R)\| \leq C \exp \left(c|\lambda|^{-p}\right)
$$

for $|\lambda|=\rho_{j}$.
Lemma 6.2. Let $R$ be a compact linear operator of the class $C_{p}$, with $0<p<\infty$, in a Hilbert space $H$, and $B$ be a bounded operator in $H$. Then the compositions $B R$ and $R B$ belong to $C_{p}$.

The following important result goes at least as far as [Agm62].
Theorem 6.3. Let $R$ be a compact operator in the Hilbert space $H^{(r)}$ for some $r \geq 0$ and $R H^{(r)} \subset H^{(r+s)}$ for some number $s>0$. Then $R \in C_{n / s+\varepsilon}$ for any $\varepsilon>0$ and

$$
\|C(\lambda) \mathcal{R}(\lambda, R)\| \leq \exp \left(c|\lambda|^{-n / s-\varepsilon}\right)
$$

whenever $\varepsilon>0$ and $|\lambda| \leq \Delta$ with $\Delta>0$ depending on $\varepsilon$, where

$$
C(\lambda)=\prod_{j}\left(1-\frac{\lambda_{j}}{\lambda}\right) \exp \left(\frac{\lambda_{j}}{\lambda}+\ldots+\frac{1}{N}\left(\frac{\lambda_{j}}{\lambda}\right)^{N}\right)
$$

and $N$ is the largest integer $\leq n / s$. The function $C(\lambda)$ is an entire function of $1 / \lambda$ vanishing at the points $\lambda_{j}$ only.

The condition $R H^{(r)} \subset H^{(r+s)}$ for some number $s>0$ can be replaced by requiring $R$ to be in the class $C_{p}$ for certain $p>0$. In this way one readily obtains a very useful consequence of Theorem 6.3, cf. [DS63]. It is also of independent interest.

Corollary 6.4. Assume that $R$ is a compact operator in a Hilbert space $H^{(r)}$ belonging to the class $C_{p}$, where $0<p<\infty$. Let $\lambda_{j}$ be the sequence of non-zero eigenvalues of $R$ counted with their multiplicities. Then there exists a sequence $\rho_{j}$ converging to 0 , such that the resolvent $\mathcal{R}(\lambda, R)$ exists everywhere on $|\lambda|=\rho_{j}$ and it fulfills

$$
\|\mathcal{R}(\lambda, R)\| \leq \exp \left(c|\lambda|^{-p}\right)
$$

for $|\lambda|=\rho_{i}$.
We shall show that Theorem 5.1 can be deduced from Corollary 6.4.

## 7. Proof of Theorem 5.1

Suppose that $\mathcal{D}$ is situated in the cube $Q=\left\{x:\left|x_{j}\right|<\pi, j=1, \ldots, n\right\}$. As usual, we denote by $r_{\mathcal{D}}$ the restriction operator from $L^{2}(Q)$ to $L^{2}(\mathcal{D})$. Let us show that there exists an extension operator $e_{\mathcal{D}}$ which maps $H^{2 m, \gamma+2 m}(\mathcal{D})$ continuously to $H^{2 m+\gamma}(Q)$, where $H^{2 m+\gamma}(Q)$ is the space of $2 \pi$-periodic functions on $\mathbb{R}^{n}$ with the norm

$$
\begin{equation*}
\|u\|_{H^{s}(Q)}^{2}=\left|a_{0}\right|^{2}+\sum_{\substack{k \in \mathbb{Z}^{n} \\ k \neq 0}}|k|^{2 s}\left|a_{k}\right|^{2} . \tag{7.1}
\end{equation*}
$$

Here,

$$
u(x)=\sum_{k \in \mathbb{Z}^{n}} a_{k} e^{\imath\langle k, x\rangle}
$$

is the expansion of $u$ in the Fourier series, and $s=2 m+\gamma$.

Consider in the infinite cone $K$ the partitions of unity

$$
\begin{aligned}
& 1=\sum_{i=-\infty}^{+\infty} \phi_{i}(x), \\
& 1=\sum_{i=-\infty}^{i+\infty} \psi_{i}(x),
\end{aligned}
$$

where

1) $\left.\quad \phi_{i} \in C^{\infty}(K), \quad 2\right) \quad \operatorname{supp} \phi_{i} \subset K_{2^{-i-1} a, 2^{-i+1} a}, \quad$ 3) $\quad\left|D^{\alpha} \phi_{i}\right| \leq C 2^{i|\alpha|}$;
$\left.\left.\left.1^{\prime}\right) \quad \psi_{i} \in C^{\infty}(K), \quad 2^{\prime}\right) \quad \operatorname{supp} \psi_{i} \subset K_{2^{-i-2} a, 2^{-i+2} a}, \quad 3^{\prime}\right) \quad\left|D^{\alpha} \psi_{i}\right| \leq C 2^{i|\alpha|}$
and $\psi=1$ in $K_{2^{-i-1} a, 2^{-i+1} a}$, i.e., $\phi_{i} \psi_{i}=\phi_{i}$ holds for all $i \in \mathbb{Z}$. Here, we define $K_{a, b}=\{x \in K: a<|x|<b\}$ and $K_{a}=K_{0, a}$.

Let $u_{1}=\phi u$ and $u_{2}=(1-\phi) u$, where $\phi \in C^{\infty}\left(\mathbb{R}^{n}\right)$ satisfies $\phi=1$ in a neighbourhood of the point $x=0$ and $\phi=0$ for $|x| \geq a$.

Set $B_{a, b}=\left\{x \in \mathbb{R}^{n}: a<|x|<b\right\}$ and let $e_{0}$ be a linear bounded extension operator from $H^{s}\left(K_{a / 4,4 a}\right)$ to $H^{s}\left(B_{a / 4,4 a}\right)$. The operator $e_{0}$ induces an extension operator $e_{i}$ from $H^{s}\left(K_{2^{-i-2} a, 2^{-i+2} a}\right)$ to $H^{s}\left(B_{2^{-i-2} a, 2^{-i+2} a}\right)$. Such an operator can be defined as follows.

Let $u^{\prime}(x)=u\left(2^{-i} x\right)$ for $x \in K_{a / 4,4 a}$, and $u^{\prime \prime}(x)=\left(e_{0} u^{\prime}\right)(x)$. We set

$$
\left(e_{i} u\right)(x)=u^{\prime \prime}\left(2^{i} x\right)
$$

for $x \in B_{2^{-i-2} a, 2^{-i+2} a}$. It is easy to verify that

$$
\left\|e_{i} u\right\|_{H^{s}\left(B_{\left.2-i-2_{a, 2^{-i+2_{a}}}\right)}^{2} \leq C \sum_{|\alpha| \leq s} \int_{K_{2^{-i-2_{a, 2^{-i+2_{a}}}}} 2^{2 i(s-|\alpha|)}\left|D^{\alpha} u\right|^{2} d x} .{ }^{2} .\right.}
$$

with $C>0$ a constant independent of $u$.
We are now in a position to construct an extension operator $u \mapsto e(u)$ from $K$ to $\mathbb{R}^{n}$. Put

$$
e(u)=\sum_{i=1}^{+\infty} \psi_{i} e_{i}\left(\phi_{i} u\right),
$$

thus obtaining a continuation of $u$ from $K_{a}$ to $B_{a}$.

If $|\beta| \leq 2 m$ then we obviously get

$$
\begin{aligned}
& \int_{B_{a}}|x|^{-2 \gamma-4 m+2|\beta|}\left|D^{\beta} e(u)\right|^{2} d x \\
& \leq C \sum_{i=1}^{\infty} \sum_{\beta^{1}+\beta^{2}=\beta} \int_{B_{2-i-2_{a, 2}-i+2_{a}}}|x|^{-2 \gamma-4 m+2|\beta|}\left|D^{\beta^{1}} \psi_{i}\right|^{2}\left|D^{\beta^{2}} e_{i}\left(\phi_{i} u\right)\right|^{2} d x \\
& \leq C \sum_{i=1}^{\infty} \sum_{\beta^{1}+\beta^{2}=\beta} \int_{B_{2-i-2_{a, 2}-i+2_{a}}} 2^{-i\left(-2 \gamma-4 m+2|\beta|-2\left|\beta^{1}\right|\right)}\left|D^{\beta^{2}} e_{i}\left(\phi_{i} u\right)\right|^{2} d x \\
& \leq C \sum_{i=1}^{\infty} \sum_{\beta^{1}+\beta^{2}=\beta} \sum_{|\alpha| \leq\left|\beta^{2}\right|} \int_{K_{2-i-2_{a, 2}-i+2_{a}}} 2^{-i(-2 \gamma-4 m+2|\alpha|))}\left|D^{\alpha}\left(\phi_{i} u\right)\right|^{2} d x \\
& \leq C \sum_{i=1}^{\infty} \sum_{|\alpha| \leq|\beta|} \sum_{\alpha^{1}+\alpha^{2}=\alpha} \int_{K_{2-i-1_{a, 2}-i+1} a} 2^{-i\left(-2 \gamma-4 m+2\left|\alpha^{2}\right|\right)}\left|D^{\alpha^{2}} u\right|^{2} d x
\end{aligned}
$$

$$
\begin{aligned}
& \leq C \int_{K_{a}}|x|^{-2 \gamma-4 m} \sum_{\left|\alpha^{2}\right| \leq 2 m}|x|^{2\left|\alpha^{2}\right|}\left|D^{\alpha^{2}} u\right|^{2} d x \\
& \leq C\|u\|_{H^{2 m, \gamma+2 m}(K)}^{2},
\end{aligned}
$$

the constant $C$, depending on $m, \gamma, \beta$ and $m$, may be different in diverse applications.

The function $\tilde{u}$, which is equal to $u$ in $\mathcal{D}$ and $e(u)$ in the punctured ball $B_{a}$, belongs to $H^{2 m, \gamma+2 m}\left(\mathcal{D} \cup B_{a}\right)$. The domain $\mathcal{D} \cup B_{a}$ is Lipschitzian, and we can extend $\tilde{u}$ to the cube $Q=\left\{x \in \mathbb{R}^{n}:\left|x_{j}\right| \leq a, j=1, \ldots, n\right\}$ in such a way that the continuation $U$ vanishes in a neighbourhood of $\partial Q$ and belongs to $H^{2 m, \gamma+2 m}(Q)$. Moreover,

$$
\|U\|_{H^{2 m, \gamma+2 m}(Q)} \leq c\|u\|_{H^{2 m, \gamma+2 m}(\mathcal{D})}
$$

with $c$ a constant independent of $u$.
Put $U=0$ outside of $Q$. Let us check that actually $U$ belongs to $H^{s}\left(\mathbb{R}^{n}\right)$ with $s<\gamma+2 m$ and

$$
\|U\|_{H^{s}\left(\mathbb{R}^{n}\right)} \leq C\|u\|_{H^{2 m, \gamma+2 m}(\mathcal{D})} .
$$

To do this, choose a partition of unity on $\mathbb{R}^{n} \backslash\{0\}$,

$$
1=\sum_{i=-\infty}^{\infty} \phi_{i}(x)
$$

such that $\phi_{i} \in C_{\text {comp }}^{\infty}\left(\mathbb{R}^{n}\right)$ is supported in $B_{2^{-i-1,2^{-i+1}}}$ and $\left|D^{\alpha} \phi_{i}\right| \leq C 2^{i|\alpha|}$ for all $i$. Define $u_{i}=\phi_{i} U$.

The interpolation inequality implies that

$$
\varepsilon^{2 s}\left\|u_{i}\right\|_{H^{s}\left(\mathbb{R}^{n}\right)}^{2} \leq C\left(\varepsilon^{4 m} \sum_{|\alpha|=2 m} \int_{\mathbb{R}^{n}}\left|D^{\alpha} u_{i}\right|^{2} d x+\int_{\mathbb{R}^{n}}\left|u_{i}\right|^{2} d x\right)
$$

or

$$
\leq \quad C\left(\varepsilon^{-2 \gamma} \sum_{|\alpha|=2 m} \int_{B_{2^{-i-1,2^{-i+1}}}^{2 s-4 m-2 \gamma}\left\|u_{i}\right\|_{H^{s}\left(\mathbb{R}^{n}\right)}^{2}}\left|D^{\alpha} u_{i}\right|^{2} d x+\varepsilon^{-4 m-2 \gamma} \int_{B_{2^{-i-1}, 2^{-i+1}}}\left|u_{i}\right|^{2} d x\right) .
$$

Set $\varepsilon=2^{-i}$. Then

$$
\leq C\left(\sum_{|\alpha|=2 m} \int_{\left.B_{2^{-i-1,2^{-i+1}}}^{i \delta}\left\|u_{i}\right\|_{H^{s}\left(\mathbb{R}^{n}\right)}^{2}|x|^{-2 \gamma}\left|D^{\alpha} u_{i}\right|^{2} d x+\int_{B_{2^{-i-1,2^{-i+1}}}}|x|^{-2 \gamma-4 m}\left|u_{i}\right|^{2} d x\right), ~}^{x}\right. \text {, }
$$

where $\delta=2 \gamma+4 m-2 s$ is positive. Since

$$
\begin{aligned}
\|U\|_{H^{s}\left(\mathbb{R}^{n}\right)} & \leq \sum_{i=-N}^{\infty}\left\|u_{i}\right\|_{H^{s}\left(\mathbb{R}^{n}\right)} \\
& \leq\left(\sum_{i=-N}^{\infty} 2^{i \delta}\left\|u_{i}\right\|_{H^{s}\left(\mathbb{R}^{n}\right)}^{2}\right)^{1 / 2}\left(\sum_{i=-N}^{\infty} 2^{-i \delta}\right)^{1 / 2}
\end{aligned}
$$

it follows that

$$
\begin{aligned}
& \|U\|_{H^{s}\left(\mathbb{R}^{n}\right)}^{2} \\
\leq & C \sum_{i=-N}^{\infty}\left(\sum_{|\alpha|=2 m} \int_{B_{2^{-i-1,2^{-i+1}}}}|x|^{-2 \gamma}\left|D^{\alpha} u_{i}\right|^{2} d x+\int_{B_{2^{-i-1,2^{-i+1}}}}|x|^{-2 \gamma-4 m}\left|u_{i}\right|^{2} d x\right) \\
\leq & C \sum_{i=-N}^{\infty} \int_{B_{2-i-1,2^{-i+1}}}|x|^{-2 \gamma-4 m} \sum_{|\alpha| \leq 2 m}|x|^{2|\alpha|}\left|D^{\alpha} u\right|^{2} d x \\
\leq & C\|u\|_{H^{2 m, \gamma+2 m}\left(\mathbb{R}^{n}\right)}^{2}
\end{aligned}
$$

which is majorised by $\|u\|_{H^{2 m, \gamma+2 m}(\mathcal{D})}^{2}$.
Therefore, the operator $e$ extends functions from $H^{2 m, \gamma+2 m}(\mathcal{D})$ continuously to $H^{s}\left(\mathbb{R}^{n}\right)$, for $s<\gamma+2 m$.

A function $u$ from $H^{2 m, \gamma+2 m}(Q) \cap H^{s}(Q)$ vanishing in a neighbourhood of $\partial Q$ can be extended to all of $\mathbb{R}^{n}$ as a $2 \pi$-periodic function. The norm of $u$ in $H^{s}\left(\mathbb{R}^{n}\right)$ is equivalent to the norm (7.1), if we put $u(x)=0$ outside of $Q$.

Let $R$ be a bounded linear operator from $H^{0, \gamma}(\mathcal{D})$ to $H^{2 m, \gamma+2 m}(\mathcal{D})$. Using the operator $e$ constructed above we introduce an operator $R_{Q}$ which acts in $L^{2}(Q)$ by

$$
R_{Q} u=e\left(R r_{\mathcal{D}} u\right),
$$

where $r_{\mathcal{D}}$ is the restriction operator from $L^{2}(Q)$ to $L^{2}(\mathcal{D})$. It is evident that the operator $R_{Q}$ is a compact operator from $L^{2}(Q)$ to $H_{s}(Q)$. Let us show that a $\lambda \neq 0$ belongs to the spectrum of the operator $R$ if and only if it belongs to the spectrum of the operator $R_{Q}$. Moreover, the multiplicity of $\lambda$ as a spectrum point of $R$ is the same as that of $R_{Q}$.

We first observe that if $u \in H^{2 m, \gamma+2 m}(\mathcal{D})$ then $R_{Q} e(u)=e(R u)$. Therefore, for any polynomial $p(z)$, we get

$$
p\left(R_{Q}\right) e(u)=e(p(R) u)
$$

Furthermore, if $U \in H^{2 m, \gamma+2 m}(Q)$, then

$$
p(R) r_{\mathcal{D}} U=r_{\mathcal{D}} p\left(R_{Q}\right) U .
$$

Let $\lambda \neq 0$ be an eigenvalue of the operator $R$ and $\Phi(x) \in L^{2}(\mathcal{D})$ be an associated function of index $\iota \geq 1$, i.e., $(R-\lambda I)^{\iota} \Phi=0$ while $(R-\lambda I)^{\iota-1} \Phi \neq 0$. If $\iota=1$ then $\Phi$ is simply an eigenfunction.

Consider the polynomial

$$
p_{\iota-1}(z, \lambda)=\sum_{j=0}^{\iota-1}(z-\lambda)^{\iota-1-j}(-\lambda)^{j} .
$$

It is clear that

$$
\begin{align*}
-(-\lambda)^{\iota} \Phi & =\left((R-\lambda I)^{\iota}-(-\lambda)^{\iota} I\right) \Phi \\
& =R p_{\iota-1}(R, \lambda) \Phi \tag{7.2}
\end{align*}
$$

Since $R$ is bounded as an operator acting from $L^{2}(\mathcal{D})$ to $H^{2 m, \gamma+2 m}(\mathcal{D})$, we see that $\Phi \in H^{2 m, \gamma+2 m}(\mathcal{D})$.

Let us now verify that if $\lambda \neq 0$ is a regular point of the operator $R$, then

$$
\begin{align*}
\|\mathcal{R}(\lambda, R)\|_{\mathcal{L}\left(H^{0, \gamma}(\mathcal{D}), H^{2 m, \gamma+2 m}(\mathcal{D})\right)} & \leq c\left\|\mathcal{R}\left(\lambda, R_{Q}\right)\right\|_{\mathcal{L}\left(H^{0, \gamma}(Q), H^{2 m, \gamma+2 m}(Q)\right)} \\
& \leq C \frac{1}{|\lambda|}\left(\|\mathcal{R}(\lambda, R)\|_{\mathcal{L}\left(H^{0, \gamma}(\mathcal{D}), H^{2 m, \gamma+2 m}(\mathcal{D})\right)}+1\right) \tag{7.3}
\end{align*}
$$

with $C$ a constant independent of $\lambda$.
It is easy to check that

$$
\begin{equation*}
\mathcal{R}(\lambda, R) r_{\mathcal{D}} U=r_{\mathcal{D}} \mathcal{R}\left(\lambda, R_{Q}\right) U \tag{7.4}
\end{equation*}
$$

for all $U \in H^{0, \gamma}(Q)$, where $\mathcal{R}(\lambda, R)$ and $\mathcal{R}\left(\lambda, R_{Q}\right)$ are thought of as operators $H^{0, \gamma}(\mathcal{D}) \rightarrow H^{2 m, \gamma+2 m}(\mathcal{D})$ and $H^{0, \gamma}(Q) \rightarrow H^{2 m, \gamma+2 m}(Q)$, respectively. Indeed, we obtain

$$
\begin{aligned}
\mathcal{R}(\lambda, R) r_{\mathcal{D}} U & =\mathcal{R}(\lambda, R) r_{\mathcal{D}}\left(R_{Q}-\lambda I\right) \mathcal{R}\left(\lambda, R_{Q}\right) U \\
& =\mathcal{R}(\lambda, R)(R-\lambda I) r_{\mathcal{D}} \mathcal{R}\left(\lambda, R_{Q}\right) U \\
& =r_{\mathcal{D}} \mathcal{R}\left(\lambda, R_{Q}\right) U,
\end{aligned}
$$

as desired.
Assuming $u \in H^{2 m, \gamma+2 m}(\mathcal{D})$ and substituting $U=e(u)$ into (7.4), we readily obtain

$$
\mathcal{R}(\lambda, R) u=r_{\mathcal{D}} \mathcal{R}\left(\lambda, R_{Q}\right) e(u)
$$

This relation implies $\|\mathcal{R}(\lambda, R)\| \leq C\left\|R\left(\lambda, R_{Q}\right)\right\|$ with $C$ a constant independent of $\lambda$.

Inversely if $U \in H^{0, \gamma}(Q)$, then by the definition of the operator $R_{Q}$ and (7.2) we easily get

$$
\begin{aligned}
\lambda \mathcal{R}\left(\lambda, R_{Q}\right) U & =R_{Q} \mathcal{R}\left(\lambda, R_{Q}\right) U-U \\
& =e R r_{\mathcal{D}} \mathcal{R}\left(\lambda, R_{Q}\right) U-U \\
& =e R \mathcal{R}(\lambda, R) r_{\mathcal{D}} U-U
\end{aligned}
$$

whence

$$
\left\|\mathcal{R}\left(\lambda, R_{Q}\right)\right\|_{\mathcal{L}\left(H^{0, \gamma}(Q), H^{2 m, \gamma+2 m}(Q)\right)} \leq \frac{C}{|\lambda|}\left(\|\mathcal{R}(\lambda, R)\|_{\mathcal{L}\left(H^{0, \gamma}(\mathcal{D}), H^{2 m, \gamma+2 m}(\mathcal{D})\right)}+1\right)
$$

where $C$ does not depend on $\lambda$. This proves the inequalities (7.3).
The operator $R=e \mathcal{R}(\lambda, T) r_{\mathcal{D}}$ mapping $H^{s}(Q)$ to $H^{s+\gamma+2 m-\varepsilon}(Q)$ is continuous. Its spectrum coincides with the spectrum of the operator $\mathcal{R}(\lambda, T)$. Moreover, the operator $\mathcal{R}(\lambda, T)=r_{\mathcal{D}} R e$ satisfies the conditions of Theorem 6.3 and Corollary 6.4 with $r=\gamma+2 m-\varepsilon$. Theorem 5.1 now follows immediately from Theorem 6.3 and Corollary 6.4.

## 8. Main Result

Now we are in a position to state our key result, i.e., the theorem on the completeness of the system of root functions of an elliptic boundary problem in a domain with a conical point on its boundary.

Theorem 8.1. Suppose there are rays $\arg \lambda=\theta_{j}, j=1, \ldots, N$, in the complex plane which satisfy the hypotheses of Theorem 3.1 and such that the angles between the pairs of neighbouring rays are less than $\pi(\gamma+2 m) / n$. Then the spectrum of the operator $T$ is discrete and the root functions form a complete system in $L^{2}(\mathcal{D})$.

Proof. Theorem 3.1 implies that the spectrum of the operator $T$ is discrete and every ray $\arg \lambda=\theta_{j}$ is a ray of minimal growth for the resolvent $\mathcal{R}(\lambda, T)$ acting in $L^{2}(\mathcal{D})$. This means, in particular, that

$$
\begin{equation*}
\|\mathcal{R}(\lambda, T)\|_{\mathcal{L}\left(L^{2}(\mathcal{D})\right)}=O\left(|\lambda|^{-\delta}\right) \tag{8.1}
\end{equation*}
$$

if $|\lambda| \rightarrow \infty$, with some $\delta>0$.
Assume that there exists a function $g \in L^{2}(\mathcal{D})$ which is orthogonal to all eigen and associated functions of the operator $T$. Our objective is to show that $g=0$. This will imply that the system of root functions is complete.

Suppose that the point $\lambda=0$ is regular for the operator $T$. Let us consider the function

$$
\begin{equation*}
F(\lambda)=\left(\mathcal{R}\left(\frac{1}{\lambda}, R\right) f, g\right) \tag{8.2}
\end{equation*}
$$

where $R=T^{-1}, f \in L^{2}(\mathcal{D})$ and $(\cdot, \cdot)$ stands for the scalar product in $L^{2}(\mathcal{D})$.
Since the resolvent of $T$ is a meromorphic function with poles at the points of the spectrum of $T$, the function $F$ is analytic for those $\lambda$ which are not eigenvalues of $T$. We shall use a familiar relation between the resolvents of the operators $T$ and $T^{-1}$, namely

$$
\begin{equation*}
\mathcal{R}\left(\frac{1}{\lambda}, T^{-1}\right)=-\lambda I-\lambda^{2} \mathcal{R}(\lambda, T) \tag{8.3}
\end{equation*}
$$

Consider the expansion

$$
\mathcal{R}(\lambda, R) f=\frac{\Phi_{\iota}}{\left(\lambda-\lambda_{k}\right)^{\iota}}+\frac{\Phi_{\iota-1}}{\left(\lambda-\lambda_{k}\right)^{\iota-1}}+\ldots+\frac{\Phi_{1}}{\lambda-\mu_{k}}+\sum_{j=0}^{\infty} f_{j}\left(\lambda-\lambda_{k}\right)^{j}
$$

in a neighbourhood of the point $\lambda=\lambda_{k}$, where $\lambda_{k}$ is a pole of $\mathcal{R}(\lambda, R)$. Here $\iota \geq 1$ and $\Phi_{\iota} \neq 0$, the functions $\Phi_{j} \in L^{2}(\mathcal{D})$ form a chain of associated functions of $R$, and $f_{j} \in L^{2}(\mathcal{D})$ for $j \geq 0$.

This expansion implies that $\lambda_{k}$ is a regular point of $F(\lambda)$, for $g$ is orthogonal to all $\Phi_{j}$. Therefore, $F(\lambda)$ is an entire function.

The relations (8.1), (8.2) and (8.3) imply that

$$
\begin{equation*}
|F(\lambda)| \leq C \exp \left(|\lambda|^{2-\delta}\right) \tag{8.4}
\end{equation*}
$$

for $|\lambda| \rightarrow \infty$, provided that $\arg \lambda=\theta_{j}$ for some $j=1, \ldots, N$. Furthermore, Theorem 5.1 implies that for any $\varepsilon>0$ there is a sequence $\rho_{j} \rightarrow \infty$, such that

$$
\begin{equation*}
|F(\lambda)| \leq \exp \left(|\lambda|^{-\frac{n}{2 m+\gamma}-\varepsilon}\right) \tag{8.5}
\end{equation*}
$$

for all $\lambda \in \mathbb{C}$ satisfying $|\lambda|=\rho_{j}$.
Consider $F(\lambda)$ in the closed corner between the rays $\arg \lambda=\theta_{j}$ and $\arg \lambda=\theta_{j+1}$. Its angle is less than $\pi(\gamma+2 m) / n$. Since

$$
\mathcal{R}\left(\frac{1}{\lambda}, R\right)=-\lambda I-\lambda^{2} \mathcal{R}(\lambda, T)
$$

and each ray $\arg \lambda=\theta_{k}$ is a ray of minimal growth, we have inequality (8.4) on the sides of the corner and (8.5) on a sequence of arcs tending to infinity.

Choosing $\varepsilon>0$ in (8.5) sufficiently small and applying the Fragmen-Lindelöf theorem we conclude that $|F(\lambda)|=O\left(|\lambda|^{2-\delta}\right)$ as $|\lambda| \rightarrow \infty$ in the whole complex plane. Therefore, $F(\lambda)$ is an affine function, i.e., $F(\lambda)=c_{0}+c_{1} \lambda$. On the other hand, we have

$$
\mathcal{R}(1 / \lambda, R)=-\lambda I-\lambda^{2} R+\ldots
$$

and therefore,

$$
F(\lambda)=-\lambda(f, g)-\lambda^{2}(R f, g)+\ldots
$$

Since $F(\lambda)$ is affine, we get $(R f, g)=0$ for all $f \in L^{2}(\mathcal{D})$. Since the range of the operator $R$ is dense in $L^{2}(\mathcal{D})$, we deduce that $g=0$. Thus, the system of root functions of the operator $T$ is complete in $L^{2}(\mathcal{D})$.

## 9. Some generalisations

We have proved the completeness of the system of eigen and associated functions of $T$ in $L^{2}(\mathcal{D})$. This theorem implies immediately the completeness in $H^{0, \gamma}(\mathcal{D})$ with any $\gamma<0$.

Indeed, let $f \in H^{0, \gamma}(\mathcal{D})$ where $\gamma<0$. Given any $\varepsilon>0$, put $f_{\varepsilon}=0$ for $|x|<\varrho$ and $f_{\varepsilon}=f$ for $|x|>\varrho$, where $\varrho>0$ is small enough, such that $\left\|f-f_{\varepsilon}\right\|_{H^{0, \gamma}(\mathcal{D})} \leq \varepsilon$. Since $f_{\varepsilon} \in L^{2}(\mathcal{D})$ there exists a finite linear combination of root vectors $L(x)$, such that

$$
\left\|f_{\varepsilon}-L\right\|_{L^{2}(\mathcal{D})} \leq \varepsilon
$$

Then

$$
\left\|f_{\varepsilon}-L\right\|_{H^{0, \gamma}(\mathcal{D})} \leq\left(\sup _{x \in \mathcal{D}}|x|^{-\gamma}\right) \varepsilon
$$

and

$$
\|f-L\|_{H^{0, \gamma}(\mathcal{D})} \leq\left(1+\sup _{x \in \mathcal{D}}|x|^{-\gamma}\right) \varepsilon
$$

Now we shall state some consequences of Corollary 6.4.
Corollary 9.1. Let the conditions of Corollary 6.4 be fulfilled. Then the system of root elements is dense in the space

$$
H_{B}^{2 m, \gamma+2 m}(\mathcal{D})=\left\{u \in H^{2 m, \gamma+2 m}(\mathcal{D}): B u=0 \text { on } \partial \mathcal{D}\right\}
$$

for any $\gamma \leq 0$.
Proof. Indeed, pick a $u \in H_{B}^{2 m, \gamma+2 m}(\mathcal{D})$. Then $A u \in H_{B}^{0, \gamma}(\mathcal{D})$. Therefore, for any $\varepsilon>0$ there is a linear combination of root elements $L(x)$, such that

$$
\begin{equation*}
\|A u-L\|_{H_{B}^{0, \gamma}(\mathcal{D})} \leq \varepsilon \tag{9.1}
\end{equation*}
$$

We can assume without loss of generality that $\lambda=0$ is a regular point of the spectrum of the operator $T$. The function $u_{0}=T^{-1}(L)$ is also a linear combination of root elements. It follows from (9.1) that

$$
\begin{equation*}
\left\|u-u_{0}\right\|_{H^{2 m, \gamma+2 m}(\mathcal{D})} \leq C \varepsilon \tag{9.2}
\end{equation*}
$$

where $C$ does not depend on $u$ and $\varepsilon$. The inequality (9.2) means that the system of eigen and associated functions is dense in $H^{2 m, \gamma+2 m}(\mathcal{D})$, as desired.
Corollary 9.2. Let the conditions of Corollary 6.4 be fulfilled, $\gamma \leq \gamma^{\prime} \leq 0$ and there be no spectrum points of the problem (4.3) in the strip

$$
\gamma+2 m-n / 2 \leq \Im \lambda \leq \gamma^{\prime}+2 m-n / 2
$$

Then the system of root elements is dense in the space $H_{B}^{2 m, \gamma^{\prime}+2 m}(\mathcal{D})$.
Proof. Indeed, let $u \in H_{B}^{2 m, \gamma^{\prime}+2 m}(\mathcal{D})$. Then $A u \in H^{0, \gamma^{\prime}}(\mathcal{D})$. Therefore, for any $\varepsilon>0$ there exists a linear combination of root elements $L(x)$, such that

$$
\begin{equation*}
\|A u-L\|_{H^{0, \gamma^{\prime}}(\mathcal{D})} \leq \varepsilon . \tag{9.3}
\end{equation*}
$$

Suppose $\lambda=0$ is a regular point of the spectrum of the operator $T$, which we can assume without loss of generality. The regularity theorem for solutions of elliptic boundary value problem in domains with conical points on the boundary implies that $\lambda=0$ is a regular point of the spectrum of $A: H^{2 m, \gamma^{\prime}+2 m}(\mathcal{D}) \rightarrow H^{0, \gamma^{\prime}}(\mathcal{D})$.

The function $u_{0}=T^{-1}(L)$ is also a linear combination of root elements. It follows from (9.3) that

$$
\begin{equation*}
\left\|u-u_{0}\right\|_{H^{2 m, \gamma^{\prime}+2 m}(\mathcal{D})} \leq C \varepsilon \tag{9.4}
\end{equation*}
$$

with $C$ a constant independent of $u$ and $\varepsilon$. The inequality (9.4) shows that the system of eigen and associated functions is dense in $H^{2 m, \gamma^{\prime}+2 m}(\mathcal{D})$.

Since

$$
H^{2 m, \gamma^{\prime}+2 m}(\mathcal{D}) \hookrightarrow H^{0, \gamma^{\prime}+2 m}(\mathcal{D})
$$

and the space $C_{\text {comp }}^{\infty}(\mathcal{D})$ is dense in any $H^{0, \gamma^{\prime}+2 m}(\mathcal{D})$, we conclude that the system of root functions is dense in $H^{0, \gamma}(\mathcal{D})$ for $\gamma \leq 2 m$.

The obtained results can be extended to the spaces $L^{p}(\mathcal{D})$, for $p \geq 1$. The details are much the same as those in [Agm62].
Example 9.1. Consider an elliptic operator of second order

$$
A u:=\sum_{i, j=1}^{n} a_{i, j}(x) u_{x_{i} x_{j}}+\sum_{i=1}^{n} a_{i}(x) u_{x_{i}}+a_{0}(x) u
$$

where $a_{i, j}, a_{i}$ and $a_{0}$ are continuous real-valued functions. We give $A$ the domain consisting of all $C^{2}$-functions which satisfy the homogeneous Dirichlet conditions in a domain with a finite number of conical points on its boundary. In the case where there are no conical points and the coefficients are smooth, the completeness was proved in [Agm62]. In our case the completeness follows from Theorem 8.1. It is worth pointing out that we can not apply the methods using the quadratic form $(A u, u)_{L^{2}(\mathcal{D})}$ as in [Agr94a] and [Kru76], since the coefficients $a_{i, j}$ can be not differentiable.

## 10. SECOND ORDER EQUATIONS

In this section we study the completeness of the system of eigenfunctions and associated functions, i.e., root functions, of the Neumann problem with zero data for a second order elliptic operator in the divergent form

$$
A u:=\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial u}{\partial x_{j}}\right)+\sum_{i=1}^{n} a_{i}(x) \frac{\partial u}{\partial x_{i}}+a_{0}(x) u
$$

in the space $H^{1}(\mathcal{D})$.
We essentially weaken the conditions on the smoothness of the boundary of $\mathcal{D}$ and the coefficients of $A$. Namely, $\partial \mathcal{D}$ is assumed to be a Lipschitz surface, and $a_{i j}, a_{i}$ and $a_{0}$ bounded measurable real-valued functions in $\mathcal{D}$. As usual, we require $a_{i j}=a_{j i}$ and the uniform ellipticity

$$
\sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j} \geq m|\xi|^{2}
$$

for all $x \in \mathcal{D}$ and $\xi \in \mathbb{R}^{n}$, with $m>0$ a constant independent of $x$ and $\xi$.
The result we obtain here are new even in case $A$ is the Helmholtz operator with zero Neumann data.

Our basic assumption is that an estimate

$$
\begin{equation*}
\int_{\mathcal{D}}\left(\sum_{i, j=1}^{n} a_{i j} \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}}-\sum_{i=1}^{n} a_{i} \frac{\partial u}{\partial x_{i}} u-a_{0} u^{2}\right) d x \geq c \int_{\mathcal{D}}\left(|\nabla u|^{2}+u^{2}\right) d x \tag{10.1}
\end{equation*}
$$

is fulfilled for all $u \in H^{1}(\mathcal{D})$, with $c$ a constant independent of $u$. This assumption is not restrictive.

In particular, choosing $u$ constant yields

$$
\int_{\mathcal{D}} a_{0} d x<0 .
$$

A function $u \in H^{1}(\mathcal{D})$ is called a generalised solution of the Neumann problem with zero data for equation

$$
\begin{equation*}
A u=\sum_{i=1}^{n} \frac{\partial f}{\partial x_{i}}+f_{0} \tag{10.2}
\end{equation*}
$$

where $f_{1}, \ldots, f_{n}$ and $f_{0}$ belong to $L^{2}(\mathcal{D})$, if for any $v \in H^{1}(\mathcal{D})$

$$
\int_{\mathcal{D}}\left(\sum_{i, j=1}^{n} a_{i j} \frac{\partial u}{\partial x_{j}} \frac{\partial v}{\partial x_{i}}-\sum_{i=1}^{n} a_{i} \frac{\partial u}{\partial x_{i}} v-a_{0} u v\right) d x=\int_{\mathcal{D}}\left(\sum_{i=1}^{n} f_{i} \frac{\partial v}{\partial x_{i}}-f_{0} v\right) d x
$$

Using familiar functional methods one proves that the Neumann problem for (10.2) is uniquely solvable.

Lemma 10.1. Let (10.1) hold. Then the homogeneous Neumann problem for (10.2) has a unique generalised solution $u \in H^{1}(\mathcal{D})$ for all $f_{i}, f_{0} \in L^{2}(\mathcal{D})$. Moreover, we have

$$
\begin{equation*}
\|u\|_{H^{1}(\mathcal{D})} \leq C\left(\sum_{i=1}^{n}\left\|f_{i}\right\|_{L^{2}(\mathcal{D})}+\left\|f_{0}\right\|_{L^{2}(\mathcal{D})}\right) \tag{10.3}
\end{equation*}
$$

with $C$ a constant independent of $f_{i}$ and $f_{0}$.
The fact that the root functions of the homogeneous Neumann problem for the operator $A$ are dense in $L^{2}(\mathcal{D})$ is proved in [Kru76], [Agr94b].

Theorem 10.2. Under the above assumptions, the root functions of the homogeneous Neumann problem for the operator $A$ are dense in $H^{1}(\mathcal{D})$.
Proof. Suppose $u_{0} \in H^{1}(\mathcal{D})$. Pick an arbitrary $\varepsilon>0$ and a function $u_{\varepsilon} \in C^{1}(\mathcal{D})$, such that

$$
\begin{equation*}
\left\|u_{0}-u_{\varepsilon}\right\|_{H^{1}(\mathcal{D})}<\varepsilon \tag{10.4}
\end{equation*}
$$

Set

$$
\begin{aligned}
l_{i}(u) & =\sum_{j=1}^{n} a_{i j}(x) \frac{\partial u}{\partial x_{j}} \\
l_{0}(u) & =\sum_{i=1}^{n} a_{i}(x) \frac{\partial u}{\partial x_{i}}+a_{0}(x) u
\end{aligned}
$$

for $i=1, \ldots, n$, and denote by $f_{h}$ the average of $f$ with step $h>0$. There exists an $h$ with the property that

$$
\sum_{i=1}^{n}\left\|l_{i}\left(u_{\varepsilon}\right)_{h}-l_{i}\left(u_{\varepsilon}\right)\right\|_{L^{2}(\mathcal{D})}+\left\|l_{0}\left(u_{\varepsilon}\right)_{h}-l_{0}\left(u_{\varepsilon}\right)\right\|_{L^{2}(\mathcal{D})}<\varepsilon
$$

Since the root functions of the homogeneous Neumann problem for $A$ are dense in $L^{2}(\mathcal{D})$, there is a root function $U \in H^{1}(\mathcal{D})$, such that

$$
\left\|\left(\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}} l_{i}\left(u_{\varepsilon}\right)_{h}+l_{0}\left(u_{\varepsilon}\right)_{h}\right)-U\right\|_{L^{2}(\mathcal{D})}<\varepsilon .
$$

If $v \in H^{1}(\mathcal{D})$ is a solution of

$$
A v=\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}} l_{i}\left(u_{\varepsilon}\right)_{h}+l_{0}\left(u_{\varepsilon}\right)_{h}
$$

and $u \in H^{1}(\mathcal{D})$ is a root function satisfying $A u=U$, then estimate (10.3) readily implies that

$$
\|v-u\|_{H^{1}(\mathcal{D})} \leq C \varepsilon
$$

the constant $C$ being as in Lemma 10.1. Moreover, it follows from (10.3) that

$$
\begin{equation*}
\left\|u_{\varepsilon}-v\right\|_{H^{1}(\mathcal{D})} \leq C \varepsilon \tag{10.5}
\end{equation*}
$$

Combining (10.4) and (10.5) we get

$$
\begin{aligned}
\left\|u_{0}-u\right\|_{H^{1}(\mathcal{D})} & \leq\left\|u_{0}-u_{\varepsilon}\right\|_{H^{1}(\mathcal{D})}+\left\|u_{\varepsilon}-v\right\|_{H^{1}(\mathcal{D})}+\|v-u\|_{H^{1}(\mathcal{D})} \\
& <(1+2 C) \varepsilon
\end{aligned}
$$

This shows that the root functions of the homogeneous Neumann problem for $A$ are dense in $H^{1}(\mathcal{D})$, as desired.
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