Some Degenerate Elliptic Systems
and Applications to Cusped Plates

George Jaiani
Bert-Wolfgang Schulze

December 22, 2004

Abstract

The tension-compression vibration of an elastic cusped plate is studied under
all the reasonable boundary conditions at the cusped edge, while at the non-
cusped edge displacements and at the upper and lower faces of the plate stresses
are given.
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The present paper studies elastic plates the thickness of which may vanish on a
part of the plate projection boundary, i.e., so called cusped plates. The tension-
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compression vibration of cusped plates is considered within the framework of the
N = 1 approximation of I. Vekua’s hierarchical models. For the corresponding
degenerate static system when the thickness is given by 2h = x5, k = const >
0, xo > 0, the homogeneous Dirichlet problem was studied in G. Devdariani, G.
Jaiani, S. Kharibegashvili, D. Natroshvili, 2000 and G. Devdariani, 2001. Now,
we investigate the vibration system (if the vibration frequency is equal to zero,
we get the static system) under all admissible nonhomogeneous Dirichlet, weighted
Neumann, and mixed boundary conditions (BCs) when the thickness satisfies the
unilateral condition 2h(z1,x2) < hyaf, hy = const > 0, k = const > 0, zo > 0. The
bending vibration problem can be investigated in an analogous manner.

The paper is organized as follows. In Section 1 we establish the vibration system
in the first approximation and formulate some auxiliary facts. In Section 2 we
introduce and investigate some necessary weighted Sobolev spaces. Section 3 deals
with the proof of Hardy’s inequality in weighted Sobolev spaces. Section 4 is devoted
to Korn’s weighted inequaltiy. In Section 5 we formulate the admissible boundary
value problems (BVPs). In Section 6 we prove existence and uniqueness theorems.
Finally, Section 7 is devoted to some general comments. Historically, the first models
of elastic deformable bodies were 1D and 2D models, and then the 3D linear model
of elastic bodies. In the middle of the XX century attempts were made, on the one
hand to refine classical 1D and 2D models and, on the other hand, to obtain them
from the 3D linear model pre-supposing the displacement to be polynomial in the
thickness variable, transversal to the middle-surface. Such 2D models are known as
hierarchical models. First achievements in this direction can be found in I. Vekua,
1955, 1965, 1985. Existence and uniqueness theorems in Sobolev spaces for 1. Vekua’s
hierarchical models in the static case were proved by D. Gordeziani, 1974a. He also
estimated the rate of approximation for these models in C* spaces, cf. D. Gordeziani
1974b. These investigations found their logical completion in M. Avalishvili, D.
Gordeziani, 2003. In this direction Ch. Schwab’s 1996 work is also remarkable.
Various aspects of I. Vekua’s models were studied by T. Vashakmadze 1999, T.
Meunargia, 1998, V. Zhgenti, 1991, I. Khoma, 1986, V. Guliaev, V. Baganov, P.
Lizunov, 1978, A. Khvoles, 1971, etc. A new stage for models in variational form
began with the work of M. Vogelius, I. Babuska, 1981a,b. In the finite element
framework the idea of hierarchical models has been first formulated by B. Szabd, G.
Sahrmann, 1988, for isotropic domains, mathematically investigated by I. Babuska,
L. Li, 1991, 1992a,b, and generalized to laminated composites by I. Babuska, B.
Szabd, R. Actis, 1992, R. Actis, B. Szabd, Ch. Schwab, 1999. More details may be
found in a survey paper of M. Dauge, E. Faou, Z. Yosibash 2004.

1 The Resolving System of Degenerate Equations

In the N =1 model (approximation) of I. Vekua’s hierarchical models of symmetric
prismatic shells, i.e., plates of variable thickness 2h(z1,z2) € C'(w) N C(@) the
tension-compression vibration system has the following form:

Lu=f in w (1.1)
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where w is a bounded open set in R? with Lipschitz boundary (specified below),

L= (L17L2)3L3)7u = (u17u2)v3)7f = (f17f2)f3) = _(X17X273X3)7 (]—2)

Liu = (A+2u)(huig) 1+ plhur2) 2 + AMhug2) 1
+ /’L(hu2,1)72 + 3)\(}7/[)3)71 —+ 02phul — _‘X'17

Lou = ,LL(hug,l)J + ()\ + 2/,L)(huz72)72 + ,u(hulg),l + )\(hul,l),2 (1.3)
+  3\(hvs) 2 + *phus = —Xo,

Lg(u) = u(h30371)71 + M(h3U3,2)72 — )\huu — )\hulg
3(\ + 2p)hvs + *phivy = —h X3, (x1,29) € w.

Here u; := 11)10, Uy = ?1120 are so called zero weighted moments, and vs := 71)31 is the
so called first weighted moment (see Vekua 1965) of the corresponding components
of U(x1,x2,x3) := (U1, Uz, Us) (note that in our case the displacement vector has the
form U(x1, 20, 13,t) = e**U(x1,22,23)); A > 0 and g > 0 are the Lamé constants,
X., @ = 1,2 are the sums of some combinations of the a-th component of the surface
forces acting on the plate faces and of the zero moments of the a-th component of the
volume forces; X3 is the sum of a combination of the third components of the surface
forces acting on the plate faces and of the first moment of the third component of
the volume forces, indices after ‘comma’ mean differentiation with respect to the
corresponding variables, p is the plate density, ¢ is the vibration frequency, and w is
a projection on the plane z3 = 0 of the plate Q:

Q.= {(1’1,1’2,:133) S R3 : (:L’l,mg) € w, —h(l’l,xg) < x3 < h(l’l,l’g)}.

If ¢ =0, from (1.1) we get the system corresponding to the static case. We suppose
that w has a Lipschitz boundary dw = %, U?%, where 7, is a segment of the axis z1,
and ~ lies in the upper half-plane zo > 0. Let

2h(x1,me) >0 if (z1,22) EwUry (1.4)

and
2h(x1,0) >0 if (x1,0) € 7. (1.5)

When h(x1,0) = 0, the plate is called a cusped one. Note that in the latter case, on
the one hand, a 3D domain {2 occupied by the plate will be, in general, a domain
with a non-Lipschitz boundary, on the other hand, the elliptic in w system (1.1) will
have an order degeneration on ~p.
Let
u,u* € CHw)NCY @), wu* = (uf,ud,u).

Evidently, after multiplication by u* and integration by parts from (1.1) we obtain,
that
/Lu'u*dw— —/Bc(u,u*)dw—/Tnu~u*d8w— /f-u*dw, (1.6)
w

w w Ow
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where n := (ny, ng, ng) is the inward normal, T, := (Xy10, Xn20, 3hXpn31) with

3 2
1 1

Xniou = Y Oijon; = Tigong (1.7)
j=1 B=1

= h{ [()\ +2p)ur + Aug + 3)\03}711 + p(ur2 + U2,1)”2}7

2
1
Xnoou = Z T280M3 (1.8)
B=1
= h{,u(UQ,l +uy2)ng + {()\ +2p)ug 2 + Aup g + 3)\03} n2}7
2 2
hXp31u = Z h0'3ﬁ1ng = h3u Z V3,813, (19)
B=1 B=1

1 1
Tap0 and 0351, o, = 1,2, denote in the N = 1 approximation the zero and first

moments, respectively, of the corresponding components of the 3D stress tensor o5,
1,7 =1,2,3,
Be(u,u*) = (A4 2u)hur i  + phugui o + Mhugaui (1.10)
+ phugiu o + 3Nhvsuy | — phugul + phug 1us
+ (A + 2u)hug pul o + phuy gus ; + Ahug 1uh o + 3Ahvzus o
— phugul + 3uh3v371v§71 + 3uh3v372v§72 + 3Ahuy 1v3 + 3Ahug 2v3
+ 9\ + 2p) hosvl — 3c2ph3vzv}
= M(ui1 +ug2 + 3v3)(uy g + uz o + 3v3)
+ ph {2u171u>{71 + 2ug2u3 o + (u2,1 +u12)(us g +uj o) + 181)31);,‘}
+ 3uh®(v3 105 ) + v3205,5) — €°p [h(uluf + uguy) + 3h3vgv§]

= B(u,u*) — c?p [h(ulu’{ + uguj) + 3h3v3v§].

Note that the bilinear operators B.(u,u*) and B(u,u*) correspond to the vibration
and static cases, respectively. Obviously,

B(u,u) = Ah(uiq+u2+ 3113)2
[ 2(,)? 4 2(uz2)? + (1 + un2)? + 18(v3)?]

+ 3uh3 {(03,1)2 +(032)?] >0 in w. (1.11)
Non-negativeness of B.(u,u) causes a restriction on the vibration frequency c. This

restriction is connected with the minimal eigenvalue problem for the system (1.1)
and will be clarified below.
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If we consider boundary value problems (BVPs) for the system (1.1) with homo-
geneous BCs when on dw either

u =0, (1.12)

or
Thu =0, (1.13)

or
Uy = O,CE = 1,2; thgl = 0, (114)

or
XTZO(O = 07 a = 17 27 U?) = 07 (115)

or
Ul = O,Xng() = O, thgl = 0, (1.16)

or
ano = O,UQ = O, thgl = 0, (1.17)

or
uy = O,Xngo = 0,1)3 = 0, (1.18)

or
an() = O,UQ = 0,1)3 = 0, (1.19)

or on different parts of dw different BCs (1.12) -(1.19) are given, then in (1.6) the
integral along dw will disappear and we obtain

/Bc(u,u*)dw _ —/f ' dw, (1.20)

Equality (1.20) will play crucial role in the definition of weak solutions of the
above BVPs for the systems (1.1). It is remarkable, that as it will be shown below,
u1, u2, and vs cannot be, in general prescribed on vy. The admissibility of Dirichlet
conditions for u, ug, and vs depends on the order of degeneration of the system (1.1)
or, in other words, on the geometry of the plate sharpening. For instance, when the
plate as 3D body has either a cuspidal edge (i.e., 92 is non-Lipschitz boundary) or
an angular edge, then u;,u2 and v3 cannot be given on ~p.

2  Weighted Function Spaces

Let us introduce some weighted spaces.

Definition 2.1 By
Wi (w, PO ) (2.1)
P1

we denote a set of all measurable functions @ defined on w which have on w gener-
alized (regular distributional) derivatives

ooz, for ap+as <1, ai,az € {01}, 8(?’23)290 =% (22)

T1,T2 T
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/

w

such that
A1) o125 L apdw < 400, (2.3)

Z1,T2

where pg and p1 are measurable, a.e. positive and finite on w functions.
The space (2.1) is endowed with the norm

lolvg om0y = / {posDQ +p1 [(@,1)2 + (m)ﬂ }dw (24)

w

and the scalar product

(0, ¥) Wi (w,50) *= / popy + p1(pah + 29 2]dw (2.5)

Definition 2.2 Wi (w, p) := W3 (w, Z >

According to Definitions 2.1, 2.2 we have the following sets

O R KT RE TR KT

K—2 -2

W%(w, 3 ) Wy (w 5 ) W2< ig ),Wzl(w, zg ), (2.6)

Wi (w, Cllﬁ ) W (w, d“) LW <w, d3"~),
where

Kk = const > 0,

and
d(x1, o) := dist{(z1,x2) € &, dw}

is the distance between (z1,z2) € @ and Jw, is clear.

Lemma 2.3 The sets (2.6) are Banach spaces, and moreover Hilbert spaces.

Proof. Lemma 2.3 immediately follows from a general theorem of Kufner, Opic,
1984, since
At T3 e g ad R AT AT € LG (w). (2.7)

O

Definition 2.4 In the set

Ws (w, Z ) x W3 (w, Z ) x Wi (w, 23 ) (2.8)
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of vector-functions u := (uy, ug,vs) such that

ua€W21<w, Z), a=1,2; v3€W21(w, 23>

we introduce two norms:

H HQW ZZ 2V[/ w 2W w
u : HuaH HUSH ’
2141 a=1 21( ’}pz) 21( 723)

2

and the corresponding scalar products:

= / {p[(ul)2 + (uz)z} + B(u,u)}dw,

w

BW2lp

2

(w0 )y, = D (e w2 wg o) + (U8, 0w oy
a=1

2

* — 1/2 1/2, * %
(u,u )BWzl,p' Z (p U, P ua>L2(w) —i—/B(u,u )dw.

a=1 w

The obtained spaces will be denoted by
Wy,

and
Brisl
W27 N

respectively.

In this paper we consider the spaces (2.14) and (2.15) for

Let further

Byirl ._ Byl
Wi = "W, o,

Evidently, from (2.17), (2.18) for k = 2 and (2.14), (2.15) for p = 1, we have

1 1
W276 =Wy,

Byl _ Byl
WZﬁ_ Wi

(2.9)

(2.10)

(2.11)

(2.12)

(2.13)

(2.14)

(2.15)

(2.16)

(2.17)

(2.18)

(2.19)

(2.20)
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Theorem 2.5 The spaces (2.19), (2.20),

Wy=s (2.21)
and
W, (2.22)
are Hilbert spaces, and we have
Il oy < el owy (223)

where

C :=max{1,9(3\ + 2u)}.

Proof. The vector spaces (2.14) and (2.21) are Hilbert spaces since so are the spaces
i, N 1, P K2
Wy <w, 13 ) and W, <w, 3 > or p=1 and p=ux5 "

Let us prove the completeness of the vector spaces (2.15), (2.22) since the scalar
products defined by (2.13) and (2.20), obviously, have all the properties of scalar

products. Let  be a fundamental sequence in W216’ ie.,
| %= |ljyr —0 as n,m — 400, (2.24)
2,0
then from (2.11), taking into account (1.11), we get

m

Ug — Uq ‘ — 0, Hh(ﬁa,a — Ta) —0, a=1,2 (2.25)
LQ(w) LQ(W)
h(ts — o ‘ 0, Hh%‘a—?}a 0, a=12, 2.26
s =%, .~ (g0 = aall|, (2:26)
Hh(’ZQJ — 717271) + h(ZLQ — %172)’ L) — 0, as n,m — +00. (2.27)
2 (w

Replacing u; in (2.11) by —uy, we obtain in a similar manner

— 0, as n,m — +o0. (2.28)

’ La(w)

Hh(ﬁm — Uay) — h(tiy o — U )

From (2.27) and (2.28) then follows

1
Hh(ﬁZl - 7772,1)‘ = *‘ h(ﬁll - 7731?2,1) + h(ﬁm - %1,2)
Lo(w) 2
+ h(tigy — o) — h(tiyg — ’ZZLQ)‘ (2.29)
La(w)
1 n m n m
< = _ _
< 3 Hh(u2,1 Uz 1) + h(ug o U1,2)‘ La(@)
1 n m n m
Ay — Tar) — Aty — ‘ 0
+ 5 H (U2,1 U2,1) (U1,2 U1,2) La(@) -
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as n,m — +o0o, and, similarly,

— 0, as n,m — 4oo. (2.30)

Hh(ﬁl’z - 7171,2)‘ Lo(w)

(2.25), (2.29), (2.30), (2.26) mean that t,, a = 1,2, and ¥3 are fundamental se-

quences in W3 (w, }l and W4 (w, }:3 ), respectively. Since the latter spaces are com-

plete there exist elements

1 h
ua€W21<w,h), a=1,2, 036W21<w,h3)
such that
n n
., — 0, a=1,2, Hv - H 0, as Foo.
o ““Hw;(w,;)H “ S 2T S el

Therefore, on the one hand,

u = (uy, ug,v3) € W21,6

and, on the other hand,

n
u—uH — 0, as n — 4oo.
wi_

Hence, in view of (2.8), (2.11), (2.15), (2.20),
u € BW216
and, by virtue of

(o

*

oy, < {00 e+ a0 + 00

k| 2(ui )+ 20u5)? + 203 1) + 2(uf 2)? + 18(05)?]

2
+ 3k (05 )2 + (v52)?] Jaw < ]| (2.31)
2.0
which is true for any
u* = (ul,us,v3) € W2167
U —u —0 as n— 4oo. (2.32)
BW1,

Thus, along with (2.24) we have (2.32) which means the completeness of the space

B W216' The arguments for the completeness of ng are similar. Observe that

(2.2?;) is a consequence of (2.31). O
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In what follows we assume
h(z1,22) > hyas Y(x1,22) € w, hy, k= const > 0, (2.33)
where k denotes the smallest possible exponent. If (2.33) holds for every x > 0, i.e.,

a minimal one does not exist, then we assume k as arbitrarily small. An example
for such a situation is the case

-1
h(z1,z2) = ho [ln (l>} , ho=-const >0, > max {z2}. (2.34)
X9 (z1,22)EW
In the particular case of (2.33) when
h*x§ > h(xy,x2) > hgxh, h"™ = const > 0, (2.35)

it is clear that x is minimal, otherwise we would have a contradiction to the left
inequality in (2.35). If & < § in (2.33) (for the N-th approximation % should be

replaced by ﬁ), it is not necessary to find a minimal &, since for any x < % we
have the same result concerning the traces of u on vy (see below). So, in the case
(2.34) we can take any £ < 3 in (2.33).

Let
I(z1)
Iy(zy) = / W= ldey V(x1,0) €70, k=0,1,...,
0
where
l(x1) := ( ma}))(ei{l'g} for a fixed (z1,0) € 0.
T1,49)EW
Then:

(i) from k < ﬁ it follows that I(x1) < +oo because of

1 1

<
2k+1 — 2k+1)K’
h h,{xé )

in view of (2.33);

(i) from Ij(x2) = +oo it follows that x > ﬁ since otherwise, i.e., if kK < —%1“,
we would have (i) and thus a contradiction.

If h vanishes logarithmically (see, e.g., (2.34)), then (2.33) holds for every . But
according to our assumption we can take 0 < k < Tlﬂ

So, roughly speaking, convergence of Ij(x1) is equivalent to k < #H and diver-
_1

gence of I(z1) is equivalent to K > 5.
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Lemma 2.6 Under the condition (2.33) we have

1 1 1
Ws (w, h) c Wy (w, x5~> c Wy <w, dﬁ) ,
W; (w, h) C W (w, z5) C Wy (w,d),

W (w, ;;) c Wi (w, %ﬁ) C Wy (w, ) € Wy (w,d®),

1 1
4% (w,x}c)CWQl <w,w2> for 0<k<2.

2 2

Proof. Follows from (2.33) together with the following obvious inequalities:

d(zy,29) <x9 for (z1,22) €W

11

(2.36)

(2.37)
(2.38)

(2.39)

(2.40)

(if d(x1,x2) is a regularized distance, then in the equality (2.40) there arises a

constant factor);
xpt < IMTR2s? for Ky > Ko

(2.41)

with [ being defined in (2.34). For the proof of (2.39) and the second inclusion of

(2.38) we use (2.41) for k1 = 2, ke = Kk and K1 = 3k, K2 = K, respectively.

O]

Lemma 2.7 We have the following identities in the sense of equivalent norms

1
Wg(wjd”):ﬂ/&(w,dﬁ) for —1<k <2,

1 1 2
W;(w,dg’”):W?l(w’d?m) for —§<H§§.

Proof. Immediately follows from Theorem 1.1.4 in Nikolskii et al., 1988.

Lemma 2.8 Let Ow € C?. If

1<k<1 1< <1
— K k<=
3 3

1 1
1 1

then for the trace of ¢ on dw we have

and

1-k 1-3k
olow € By (0w) (somer (&u)),

where B means Besov spaces.

(2.42)

(2.43)

O]

(2.44)

(2.45)

(2.46)

Proof. This lemma is a particular case of Theorem 1.1.2 in Nikolskii et al., 1988. O
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Lemma 2.9 Let 0w € C2, assume (2.33), and let

1
peWy (w, h) or weWl(w,h) for 0<k<1, ie, Io(z1) < +oo. (2.47)

h 1
<<,0 e Wy (w, h3> for 0<k< 3’ ie., Ii(x) < +oo> . (2.48)
Then

1-k
Vlow € By? (0w) C La(dw) (2.49)

1-3k
<(,0|aw € By’ (dw)C Lg(&d)). (2.50)
Proof. Follows from Lemmas 2.6 - 2.8. 0

Note that the existence of the traces on dw implies the existence of the traces
on v € dw and v € Ow for k as in (2.47) and (2.48) i.e., under the corresponding
restrictions on h. But as it follows from the following lemma for the existence of the
traces on v the above-mentioned restrictions are unnecessary.

Lemma 2.10 Let 0w € C? and

1 h
© € Wy <w, h> or e WS (w,h) or ¢eWs (w, h3> . (2.51)
Then
ely € W32 () € Lo(). (252)
Proof. Let
ws 1= {(xl,xg) Ew:xg >0, O=const> 0}. (2.53)
Evidently,

1 1
e € Wy (w, h> c W, (w(% h) =Wy (ws),
o € Wy (w,h) C Wy (ws,h) =W; (ws),

h h
o € W; (w, h3> cWs (w(;,h3> =W (ws),

where W3 (ws) is the usual Sobolev space and for any § > 0 there exists the trace of
 on

o {(;pl’:EZ) €7y :x9 >0, §=const> 0}.
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Lemma 2.11 Let Ow € C%. If (2.33) holds and

u€W217p for p=1 and p=h,
then uqy, o = 1,2, belong to the spaces (2.36), or (2.37), respectively, vs belongs to
the space (2.38) and consequently to the space (2.43); for the the traces we have

uly & (W32 [Lat)] (2.54)

1-x
Ualyg € By? (70) C La(v), a=1,2, for 0 <k <1, ie, Ip(x1) < +oo, (2.55)

1-3k 1
U3lyo € By ? (0) C La(yo) for 0<k < 3’ ie, Ii(z1) < 4o0. (2.56)

Proof. Follows from Lemmas 2.6, 2.7, 2.9, 2.10. O

Finally, let us introduce the space
ol x/@—2
Wo (w, 25 ) (2.57)
T

as the closure of C§°(w) with respect to the norm of

Lemma 2.12 If
ol x§_2
Y EW, <w, o ) , (2.58)
2
then for the trace we have
oly =0.

Proof. From (2.58) we get

2

Lo QD‘

H K—2

< 400, a=1,2, (2.59)

La(w)

< 40 Haﬂ
Lg(w) 9 2 90704

and there exist ¢,, € C5°(w) such that

—0 a=1,2, as n — oo (2.60)
La(w)

E=2 K
H%Q (son—sO))LQ(w)HO, wa(son,a—cp,a)

with
(Pn”y =0, (Pn"yo =0. (2-61)

Consider the spaces defined by the following restrictions:

Q= ‘P|ww Pn 1= ‘Pn|wa~
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Then, by virtue of (2.59), (2.60),

K—2 K

fTﬂ <+m,Wﬂ~ < 400, a=1,2, 2.62

H 2 ¥ La(ws) 2% La(ws) ( )
k=2 " E=2

0< ‘arQQ (pn — 4,0)‘ Lot < Ha:f (n — go)‘ o) — 0, as n — oo, (2.63)

0< ‘ 1525 (9,577,,04 - @/704)‘ Lo(ws) < ’ -1725 (Soma - Qp,a) L) — 07 o= 17 27 as n — o0.
(2.64)

This implies
k=2 " Kk "
H:E22 (&n — 90)‘ Laton — 0, |25 (Pna — Pa) La(s) —0, a=1,2, as n— oo,

-2 K

K—2 a7
and, because of the boundedness of z,* , 5 on ws,

So, the set of restrictions @, € W3 (ws) and, therefore, $ has a trace on dws, which,
in view of the first property from (2.61), is equal to 0 on ~;, i.e.,

Pna — Pa —0, a«a=1,2, as n — oo.

e

La(ws La(ws)

Plys =0, e, ¢y, =0, forany ¢ >0. (2.65)

Since 0 is arbitrary, from (2.65) it follows that

¢ly =0. (2.66)
The trace of ¢ on vy does not exist, in general. O
Lemma 2.13 Let x > 1. The space
ol Igﬂ
W2 <w7 Tk ) (267)
2

coincides with

K—2
{(,D €Wy (u), x;ﬁ > Dply = O} . (2.68)

2

Note that both the spaces (2.67) and (2.68) consist of functions with the prop-
erties (2.59), (2.66), and the same norm; both are complete.
The proof of Lemma 2.13 is analogous to the proof of the well-known results

1 dn72 L 1 o1 1
Wy | w, " =W, Wi =Wy Wy n for || > 1.

The traces on dw do not exist, in general (see Nikolskii et.al 1988, Theorem 1.2.4
and references therein). Note as well that

ol 1 1
{(p €W (w, d“)} = {<p€ W21 <w, d"””) 2 0low :0} for |k| <1

(see ibid, Theorem 1.2.1 and compare with Lemmas 2.12, 2.13 of the present paper).
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Lemma 2.14 Under the condition (2.33) we have

K—2 K—2
Wy (w, th > c Wy (w, xiﬂ ) .
2

Proof. Is evident.

3 Hardy’s Inequality

Lemma 3.1 If
1 $§_2
peW, (w, o5 )
and
¢ly =0,
then

(r—1)

w

4
/$§_2902($1,$2)dw < 2/335[90,2(331,962)]de for k> 1.
w

15

(2.69)

(3.3)

Proof. In what follows, without loss of generality, we suppose that the domain w lies

inside the rectangle

H::{(xl,w2)€R2za<x1<b, O<x2<l}.

(3.4)

Let us complete a definition of the function ¢ in IT'\ 2, assuming ¢ to be equal to

zero here. Then (3.1) obviously implies

/[ 57207 + 25 (p.9)? ] dII < +o0,
It

i.e., according to Fubini’s theorem, for almost every z1 €la, b[

p(ar) € W3 (101,257 25),

which is a weighted Sobolev space with the norm

l

11 By o) = [ {25723 + a5loaton, )

0

Evidently,
w3 (10,10, 2572, a5) = w3 (16.11).

Hence, since in view of (3.2), for almost every z; €|a, b]

(10(3717 l) = 07

(3.5)
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we have

(p(l’l, ) S ACR((S, l) (3.7)

(i.e., for almost every x; €]a, b] the function ¢ is absolutely continuous with respect
to 2 € [,1] and satifies (3.6)). Therefore (see Opic, Kufner, 1992), for almost every
1 €a, b,

!
52 lp(a1, ma)Pday < )2 /90 po(r1,22)dzy for K> 1. (3.8)
5

S— _

Now, considering the limit procedure as § — 04, since the limits of the integrals in
(3.8) exist for almost every x1 €|a, b[ because of (3.5), we get

~

l
/x§2[g0(x1,:c2)]2dx2 CEE /:B @o(z1,22)2dey for K >1 (3.9)
0 0

for almost every fixed z; €]a,b]. Integrating both the sides of (3.9) by z; over ]a, b],

we obtain
/x2 22w = /acg_ngQda:lda:g

w II

4

dw for k> 1.

I
l\)
E\":l
€~2

Corollary 3.2 If

and (3.2) is fulfilled, then

/cpzdw < 4/x%(3072)2dw. (3.10)

Proof. Using the Lemma 3.1 for k = 2, we get the Corollary 3.2. O

Remark 3.3 Since
1
Ws <w5, xﬁ) = W3 (ws), (3.11)
2
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for

1
1
%) & W2 (w(;, :L"S)

with (3.2) from (3.8) we get

4
/{L‘S_QQDde < M/xg(@z)de for k> 1.

ws ws

As from (3.11) there follows (3.7), the assertion becomes obvious.

4 Korn’s Weighted Inequality

Lemma 4.1 (Korn’s weighted inequality). Let k > 1, and

ol mn—Q
Uq, 6I/V2 (W, i )7 0621,2,

K
2

then

/965 [(u1,1)2 + (u2,2)2 + (u1,2)2 + (u2,1)2] dw
<C / 25 [(un0)? + (uz2)? + (urs + uz1)?] do,

where

C:—max{2+n,2+</€iml)2}.

Proof. By virtue of the definition of the space (2.57), there exist

lig€ C3(w)

such that
m
‘ua—ua w2y — 0 a=1,2, as n — oo.
Wi (w, 2 )
oh
After integration by parts, taking into account (4.4), we get
/%5 7&11,2732’1 dw = —/a:§ %1712732 dw
w w

i m m m  m
= Ii/l’; 1 U1,1U2 dw—l—/:vg U1,1U22 dw.

w w

On the one hand,

1 2 2
)/ﬂfg 1’171717?7272 dw‘ < 2/33/5 |:(T&L171> + (%22) :| dw.
w w

17

(3.12)

(4.1)

(4.2)

(4.3)

(4.4)

(4.5)
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On the other hand, according to Lemma 2.13, we can use Hardy’s inequality (see
Lemma 3.1):

‘/xQImllﬁgdw‘ = ‘/:L'Q u11x2 ﬁde‘
< ;[/335 (ul,l) dw—l—/xgz <%2>2dw} (4.8)
< ;[/mg <%1,1>2dw+(,€fl)2/$5 <75272>2dw]-

Substituing the estimates (4.7), (4.8) in (4.6), we obtain

m m
‘/ZE; Uy Uz dw‘
w

1+K, Kk [T 2 1 4K Kk [T 2
< 5 /CCQ <U171> dw + 5 |:1 + m} /1'2 (UQ,Q) dw

w

%CH /xg{ (7171,1>2 + (7172,2>2]dw, (4.9)

w

IN

where

4
Cr = max{1+m,1+ﬁ}. (4.10)

For an arbitrary ¢ €]0, 1[, in view of (4.9), we have

/90'5[ (Ul,l) + (U2,2) + <U1,2 + U2,1> }dw

-1 +101 / R[ (Ul 1)2 + <%2,2)2 + <%1,2)2 + (%2,1)2}&0 (4.11)
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if we put
1

1+C4

E =

in the penultimate integral.
Now, taking m — oo on both the sides of (4.11) under the norm of Lo(w), we

get (4.2) because of a:Q%uaﬂ € Ly(w) and 22 (u12 + uz1) € La(w). O

Remark 4.2 In the particular case k = 2, i.e.,

ol 1
Uo EWy <w, 2) (4.12)
L3

from (4.2), (4.3) we have
/x% [ (u11)” + (uz2)” + (ur2)” + (u2,1)2]dw

<10 / 3 [ (u11)? + (ug2)® + (u12 + ug1)? ] dw. (4.13)

w

5 Weighted Boundary Value Problems

We study cos and sin vibrations

cosct
ua($1,$2,t) :ua(xla:zZ){ sin ct 5 0421,2,
vs(z1, T2, t) = v3(x1,x2) cos ct
3\&L1,L2,0) = U341, L2 sin ct

The 3D expressions for the displacement vector components U;(x1,xo,x3,t), i =
1,2, 3, corresponding to the N = 1 approximation have the following form

1 cos ct
Ua(x1,29,23,1) = §ua(3:1,$2) { sinet

3 cos ct
Us(x1, 22, 23,t) = 51‘3@3(901,362) { sin ot

The initial conditions, e.g., for ¢ = 0, look like

Ua(21,22,0) = ua(r1,22), v3(21,22,0) = v3(21,22),

Oug(z1,22,0)
ot

87)3(1‘17 X2, 0)

=0
’ ot

and
ua($1,m2,0) :07 ’U3(l’1,l’2,0) :Oa
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Oug (1, 2,0) vz (w1, 22,0)
ot ot
for cos and sin vibrations, respectively, and they are automatically fulfilled, provided
that BVPs for u := (uj,u9,v3) are solved. Hence, we have to consider only BVPs
for wu.

= uq(x1, T2), = wv3(x1,2),

Problem 5.1 Let us consider for the system (1.1) the following BCs:

-on~y
u=g (5.1)
- on g either
o =1, a=1,2 iff Iy(z) < +oo (k< 1), (5.2)
1

v3 =09, iff I1(z1) < +oo (k < g), (5.3)

or
Xpao =0, a=1,2, (5.4)
hX a1 = 0, (5.5)

or
(5.2), (5.5) (5.6)

or
(5.4), (5.3) (5.7)

or
(5.2) for a=1, (54) for a=2, (5.5) (5.8)

or
(5.4) for a=1, (5.2) for a=2, (5.5) (5.9)

or
(5.2) for a=1, (54) for a=2, (5.3) (5.10)

or
(5.4) for a=1, (5.2) for a=2, (5.3) (5.11)

or on different parts of vo different BCs

(5.2), (5.3): (5.4), (5.5); (5.6); (5.7); (5.8); (5.9): (5.10); (5.11) (5.12)

are given, where g and u° := (u?,ug,vg) are the traces of a prescribed vector

Byl for 0< k<2
u’ € { 20 B (5.13)

Byl
WQ,@ for x> 2

on v and 7, respectively.
Since h > 0, in view of (1.7) - (1.9), BCs (5.4), (5.5) are weighted Neumann
type BCs and they shoud be understood as limits from w to vg.
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Let
V0= { u* = (ui,uz,v3) € BVV216 cu*ly =0 and
Uyl =0, a=1,2, when Ip(z1) < +oo (k< 1)
provided that wu,,a = 1,2, are prescribed on 7y in BCs
1
v3lyo =0, when Ii(z1) < 400 (KJ < 3> (5.14)
provided that wvs is presribed on -y in BCs in the sense of traces}
and

Vit = {u* € BVV21 5 U]y =0 in the sense of traces}. (5.15)

K—

Obviously, V,? and Vh"_2 are Hilbert spaces.

Definition 5.2 Let

fo € Lo(w), a=1,2, h2fs € Ly(w), (5.16)
and
U(z1)
k<2 le., / h™(z1,7)dT < +00. (5.17)
0
A function
ue "Wy (5.18)

will be called a weak solution of the Problem 5.1 (actually, there are several BVPs
indicated there) if

u—u’ €V (5.19)
and (see (1.6) and (1.20))
Je(u,u*) = /Bc(u, u*)dw = —/fu*dw vu* € V. (5.20)
Definition 5.3 Let
2-k
To? fo € La(w), a=1,2, h*%fg € Ly(w), (5.21)
and
Uz1)
/ Th™ Y (x1,7)dT = +00. ie., Kk>2. (5.22)
0
A function
ue bW, — (5.23)
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will be called a weak solution of the Problem 5.1 if
u—u’e V2 (5.24)

and

Je(u,u*) = —/fu*dw Yu* € ViR (5.25)

6 Existence and Uniqueness Theorems

Theorem 6.1 If (5.17), (5.16) are fulfilled,
ph® € C(@), a=1,2, (6.1)
and

2 6Mhn
< )
240 [2—% max ph + h,, max ph?
w w

c (6.2)

then there exists a unique weak solution of the Problem 5.1 (more precisely, of each
BVP mentioned there) such that

2
_1
iy, < C[ 3 Malliaco + 102l + 1l ] (69

where the constant Cy is independent of f and u°.

Theorem 6.2 If (5.22), (5.21) are fulfilled,
ph®zi " € C@), a=1,2, (6.4)

and
2 Gﬂhn(”i — 1)2

c” < )
24C max(z2 "ph) + h(rk — 1)2 max(ph?)

(6.5)

then there exists a unique weak solution of the Problem 5.1 (more precisely, of one
BVP mentioned there, when on vy homogeneous BCs (5.4), (5.5) are set; the other
BVPs for (5.22) are not admissible) such that

2 .
L=k 1
oy < Co[ 3 oo™ falleair + Il + 1wy ). 69
o=
where the constant Cy is independent of f and uP.

Remark 6.3 In the static case, i.e., when ¢ = 0, conditions (6.2) and (6.5) are
evidently fulfilled. Therefore, the existence and uniqueness theorems for the static
case follow from the Theorems 6.1 and 6.2.



Degenerate Elliptic Systems 23

Proof of Theorem 6.1: Let u* := (u}, ub,vi) and

ut € VP, (6.7)
then
1
wl e Wi (w, h), a=1,2, (6.8)
and
ut |y = 0. (6.9)

By virtue of (2.36), (2.39), from (6.8) it follows that

1 1
uzewgl(w, K) CW21<w, 2) for 0<k<2. (6.10)
x x3

Hence, in view of (3.10), Lemma 2.13, and the relations (4.13), (2.41), (2.33), we
obtain

[l + @rar < 4 f oo + (3,07 o
< 40/95% (7«’11,1>2 + (u59)" + (ul o +u3,) }dw
< 401*7" /555 [(U1,1)2 + (u35)” + (ufy + us ;) }dw
40[27F . 9 9
< Nh[(um) + (u9)” + (uj o +u3,) }dw
ph
(6.11)
Let
4013 N T:
Ty == i T, = ¢ max(ph®), a=1,2, Ts:=TiTp+ é. (6.12)

Taking into account (6.12), (1.10), from (6.11) we get

[ i+ ]

w

< Ton [ B[2007) 2005 + (i + 03+ 18(05)2 o

IN

TO/B(u*,u*)dw. (6.13)
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From (2.11), (6.13), (1.11), (6.12), we have

||u*H%/}? = / {(UT)Q + (ub)? + B(u*,u*)} dw < (14 To)/B(u*,u*)dw

w w

= (1+Tp) / {Bc(u*,u*) + C2p[h(u*{)2 + h(u3)? + 3h3(v§)2} }dw
{

INA
—
+
S
—

T .
B.(u*,u*)+ T [(UT)Q + (u%)ﬂ + élSuh(vSV}dw

T
B.(u*,u*) + ThToB(u™,u*) + 6—2B(u*, u*)}dw
L

IN
_
+
S
—

(AN

—

+

g
€
~

~

2

“:*

IN
_
+
S
€ \
S
sy
g
IS
=
_l_
&
N N~—
sy
g
<
\.Q*

+13 [Bc(u*, u*) + C2p(h(u’{)2 + h(ub)? + 3h3(v§)2>} }>dw
(repeating the same (n — 2) — times more)
1— T:;%H

(1+T0)/{BC(U*7U*)1_T3

w

+T3c2p [h(u“{)z + h(uy)? + 3h3(0§)2} }dw. (6.14)

IN

It is easy to see that, by virtue of (6.12),

2401%2~% max(ph) + h,, max(ph?)

Ts = c? 6.15
3=c Gl (6.15)
From (6.2), (6.15) we obtain
Ty < 1. (6.16)
In view of (6.16), for n — oo in (6.14), we get
[|lw H%/}? < I—TZ/BC(U ,ut)dw = 1_Tch(u s ut),
w
ie.,
x % 11— T3 %112 * 0
Je(u®™,u*) > 7, ||l HVf? Yu* e V). (6.17)

Thus, the bilinear form J.(u*,u*) defined by (5.20) is coercive.
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Now, let us show boundedness of J.(u*,u*) defined by (5.20) in V0. Indeed,
from (5.20) with (1.10) for

u,u* € BW216 we have

where

| Je(w, u¥)| < /(Ah)é [t 1 + uz o + 3uz| (M) Z[uf + uh o + 3v3|dw
1 1 1 1
4 / (241h) oy 1| (2 F [ 1o + / (241h) } Juza] (200h) [ e
1
(eh) = [ug,1 + wr | (uh) 7 [uh 1 + uf o) dw + / (1841h)2 |v3|(18y2h)  [v}|dw

+ [ (3uh®)2 vz 1| (3uh®)2 v} 4 dw + / (3ph®) 7 |v3.2 (3ph®) 2 |03 5| dw

e

i i T ! Ly
+1i [ funllaildo + T3 [ fuallugldo + 22 [ (1800 osl (183 05l
< [/Ah(ul,l + sz + Bug) | [/Ah(u;l +udy + 305)%dw|?

w

+

+

2uh(u171)2dw} 2 [/2uh(u>{71)2dw} 2

w
1 1

Q/Lh(uzg)Qd(.u}5 [/QMh(u;z)der

w

B ¢

i 1

+ /Mh(uzl +u1,2)2dw} ’ [/uh(u§,1 +UT,2)2dw}
_w ] w .

+ /18/¢h(vg)2dw} /18ph(v§)2dw}2
- 1 .

+ /3,uh3(11371)2dw ’ [/3uh3(v§71)2dw} ’ (6.18)
. o 1

+ / 31uh? (v3,2)2dw] ? [ / 3uh3(v§72)2dw} 2

(ul)%zwf[/(w{)%m]é +T1[/(uz)2dwf[/(u;fdw]%

w w w

T 1 1
2 / 18ph(vs)"ds] | / 18h(05)2de] * < Tullullsrys [l g

w

+
e
€

T
Ty=7+2T) + =2,
6/
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In particular,
| e(u, u")| < Tullullyollullve  Vu,u” € V3. (6.19)

It is easy to see that the linear functional

Fou* = —/fu*dw — Jo(u®u"), ut eV, (6.20)

is bounded in V. Indeed, because of (6.18) and

2

* * -1 1«
’/f’u dw‘ < > M fall o lunll o) + 1(182h) 72 fall 1y @) | (181) 205 [ 1, 0
w =1

Q

IA
—

2
1 * *
> Wallzae) + 1(188) % sl )l Vu € V2,
a=1
we have

2
* -1 *
o < [ allzae) + 1080) 2 foll e + Talllowy Jl*llvg. (6.2

a=1

According to the well-known Lax-Milgram theorem, by virtue of (6.17), (6.19),
(6.21), there exists a unique z € V}! such that

Jo(z,u*) = Fau* Yu* eV (6.22)
and 1+ T
0
< ———||F .

*0
where V, is dual to V).

From (6.20), (6.22) we get

Je(u,u*) = —/fu*dw vu* € V), (6.24)

where
uw:=u’+z € BW216 (6.25)

So,

u—u’=zecVP

Hence, (5.19) is fulfilled. Besides, (6.24) and (5.20) are the same, i.e., (5.20) holds
as well. Thus, the existence and uniqueness of a weak solution is proved. We now
show its continuous dependence on the data.

From (6.21) it is evident that

2
_1
HFcH‘;O < 231 [ fall o) + 1(181h) "2 f3| £y (w) +T4HUOHBW2{6- (6.26)
a=

h
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In view of (6.25), (6.23), (6.26), we have
fullaws < Bllas, + el
2
1+ To _1
< T |2 Mallza + 10860) 7% filage)
a=1
+<1 + - T3T4) |l HBW;a, (6.27)
If we denote by
1+ T() 11+ To
= ]. T 1 }7
Cq max{ +1—T3 45 (8#) 21—T3
since Ty > 7, from (6.27) we get (6.3). O
Proof of Theorem 6.2: Let
ut eV (6.28)
then
xnf2
ul, € Wy (w, 2h ), a=1,2, (6.29)
and (6.9) is fulfilled. From (6.29), (2.69), and Lemma 2.13 we conclude
ol xﬁ—2
ul €W,y <w, 2 ) (6.30)
)
Hence, in view of (3.3), (4.2), (2.33), we obtain
— * * 4 * *
Jas2 i+ wlas < o [ efia? + @)
w w
4C * *
< (1) /555 [(uil)z + (u35)* + (ujo+ U2,1)2} dw
w
4C * * *
< hn(r — 1) /Mh[(u1 D2+ (U2,2)2 + (uiq + u271)2}dw
w
(6.31)
Let
4C _ T
T = —————; Thi=¢ 57"ph), T?:=T'T"+ —=. 6.32
ILLhF;‘(K) _ 1)27 c ma‘X(xQ p )7 + 6,U; ( )
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Taking into account (6.32), (1.10), from (6.31) we get

[t i)+ (a3

w

IN

T [ B2t 2052+ 4+ 180

IN

7° /wB(u*,u*)dw. (6.33)
From (2.18), (2.11)?(6.33), (1.11), (6.32), (6.12) we have

I e-2 = / {xy? [(@)2 + (u;)ﬂ + B(u*,u*)}dw <1419 /B(u*,u*)dw
WBC(U*, u*) + p [h(u’;)z + h(ud)? + 3h3(v§)2] }dw )
Bo(u*,u) + Tl [ (u])? + (u3)?] + gzmﬂh(v;)?}dw

T
< (1+ TO)/ [Bc(u*,u*) + T'TOB(u*, u*) + GiB(u*,u*)}dw
W

IN

(1+T0)/<Bc(u*,u*)
—|—T3{Bc(u*, w) + p [h(u’{)Q +h(ul)? + 3h3(v§)2} }>dw

(1 +T0)/<Bc(u*,u*) +T3{Bc(u*,u*)

IN

+73 [Bc(u*, u*) + 62p<h(u’{)2 + h(u})? + 3h3(v§)2>} }>dw
(repeating the same (n — 2) — times more)
1 — (T3
0 * *
(1470 [ {Butwt,u) 2550

w

(T e2p [h(u“{)Q +h(ul)? + 3h3(v§)2} }dw. (6.34)

IN

It is easy to see that, by virtue of (6.32), (6.12),
24C max (x5 "ph) + hy(k — 1)? max(ph?)
w w
6uh(k —1)2

T3 = ¢ (6.35)

From (6.5), (6.35) we obtain
T3 < 1. (6.36)
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In view of (6.36), for n — oo in (6.34), we get

* 1+T0 * * 1+T0 * *
e < g [ Bela o) = 1),

1-173% 1-173
w
ie.,
* % 11— T3 * (12 * K—2
Je(u*,u*) > 1 —I—TOHU ||Vhﬁ,2 Vu' e Vo (6.37)

Thus, the bilinear form J.(u*,u*) is coercive.
Similarly to the proof of (6.18), it is easy to show that

el w) < Tl llowy _ uu® € BWhy (639)
where T
T .= 7427 + 22
6u
In particular,
| Je(u, u®)] < T4HuHV;72Hu*HV;72 Yu,u* € Vh"‘_Q. (6.39)

Now, let us show the boundedness of the following linear functional in Vh”_2

Fou* = —/fu*dw — Jo(u,u"). (6.40)

Indeed, because of (6.38) and

2 2 £=2
’/fu*dw‘ = ‘/{ZCUQQ fay? “Z+(18ﬂh)_%f3(18ﬂh)%vg}d“)}
o w a=1
2 2k _1 * * K—2
< [l falia + 1O8ER)E fallzy ol llyems Vst € V2,
a=1

we have

2 2 )
Far| < [D e falza) + 101800) 7 fall o)
a=1

4 THUO sy | s YUt € VA2 (6.41)
2 2 h

According to the Lax-Milgram theorem, by virtue of (6.37), (6.39), (6.41), there
exists a unique z € Vh"i_2 such that

Jo(z,u*) = Fou* Yu* € V2 (6.42)

and .
1+7T
2[lyn—2 < _7T3HFCH‘;:%, (6.43)
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*H—Q
where V;,  is dual to V"2,
From (6.40), (6.42) we get

Jo(u,u*) = — / futdw Yu* € VT2 (6.44)

where
uwi=ul+z € BWQE. (6.45)

So,
u—ul=z¢€ Vh”_2.

Hence, (5.24) is fulfilled. Besides, (6.44) and (5.25) are the same, i.e., (5.25) holds
as well. Thus, the existence and uniqueness of a weak solution is proved. We show
now its continuous dependence on the data.

From (6.41) it is evident that

2
[ARSED
Vi a=1

In view of (6.45), (6.43), (6.46), we have

2—r
:1722 fa

La(w) + H(l&lh)*%fs’

41,0
iy P ey (6.46)

lulows < Illowy_ + izl
1+70° 2 2=k 1
S 173 [Z ‘ To® fallLyw) + H(l&llh) 2f3‘ LQ(W)]
a=1
L+T% 4\ 0
+(1 + sl >||u lows - (6.47)
Setting
1+7°_, 11470
02 ::max{1+1_T3T ) (18#) Qﬁ},
from (6.47) we get (6.6) because of T4 > 7. O

7 Some General Remarks

Let us consider the static Problem 5.1 with homogeneous BCs (5.1), (5.4), (5.5).
Obviously, for the 2D solution we have

1 1 1 1
vi= (V10,V20,031) € "Wy C Wyg C Wy, for 0<r <1 (7.1)

On the other hand, as is shown in Jaiani, Kharibegeshvili, Natroshvili, Wendland,
2002, there exists a unique 2D solution

ve H}(h,~h,w,v) = W217h for 0<k<L
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(for notation H{(h,—h,w,v) see the above reference) with zero traces on I' and
without any BCs on 7y. But since 3D displacement vector u € H'(€2), 3D surface
force F,, := (X1, Xn2, Xn3) € L2(€2), and using Fubini theorem, it is easy to show
Foolyo = 0, Fuily, = 0. Thus, for the tension-compression problem 7}, |, = 0.

So, both the 2D solutions coincide, and, therefore, correspond to the 3D BVDP,
when on the plate face surfaces (and if 0 < k < 1 on vy as well) surface forces,
i.e., stresses and on the non-cusped edge (lateral surface) zero displacements are
given. It is remarkable that the static Problem 5.1 with BCs (5.1), (5.4), (5.5) we
have solved for any x > 1 (for kK > 2, 1116 BWZI’m C W21,h = Hi(h,—h,w,v) in
case of the tension-compression problem). Hence, the restriction £ < 1 in Jaiani,
Kharibegashvili, Natroshvili, Wendland, 2002 was caused by the method of investi-
gation used there, but a unique weak solution, as we have seen, exists for any x > 0,
in particular, for x > 1 as well, in the same space Hi (h, —h,w,7), i.e., also in the
case of a non-Lipschitz 3D domain €.

Now, let us assume the existence of the above mixed 2D problem in the space
H, (h,—h,w,7) and construct a weak solution for the corresponding (above-men-
tioned) 3D problem in the case of a non-Lipschitz 2 as a limit in some sense for
N — 4o00. Such an approach seems to have a good chance for the proof of the
existence theorem for a non-Lipschitz 3D domain which is an open problem up to
now.

References

[1] R. L. Actis, B. A. Szabd, and Ch. Schwab, Hierarchic models for laminated
plates and shells, Comput. Methods Appl. Mech. Engrg. 1999; 172(1-4): 79-
107.

[2] M. Avalishvili and D. Gordeziani, Investigation of two-dimensional models of
elastic prismatic shell, Georgian Mathematical Journal, 2003; 10(1): 17-36.

[3] 1. Babuska and L. Li, Hierarchic modeling of plates, Comput. & Structures,
1991; 40: 419-430.

[4] 1. Babuska and L. Li, The h-p-version of the finite element method in the plate
modelling problem, Comm. Appl. Numer. Meth., 1992a; 8: 17-26.

[5] 1. Babuska and L. Li, The problem of plate modelling: Theoretical and compu-
tational results, Comput. Meth. Appl. Mech. Engrg., 1992b; 100: 249-273.

[6] 1. Babuska, B. A. Szab6 and R. L. Actis, Hierarchic models for laminated com-
posites, Internat. J. Numer. Methods Engrg., 1992; 33(3): 503-535.

[7] M. Dauge, E. Faou, and Z. Yosibash, Plates and shells: Asymptotic expansions
and hierarchical models, Encyclopedia of Computational Mechanics. Edited by
Erwin Stein, René de Borst and Thomas J.R. Hughes. John Wiley & Sons, Ltd.,
2004.



32

8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[18]

[19]

[20]

[21]

G. Jaiani and B.-W. Schulze

G. Devdariani, G. V. Jaiani, S. S. Kharibegashvili, and D. Natroshvili, The
first boundary value problem for the system of cusped prismatic shells in the
first approximation, Appl. Math. Inform., 2000; 5 (2): 26-46.

G. Devdariani, The first boundary value problem for a degenerate elliptic system,
Bull TICMI, 2001; 5: 23-24.

D. G. Gordeziani, On the solvability of some boundary value problems for a
variant of the theory of thin shells, Dokl. Akad. Nauk SSSR, 1974a; 215 (6):
1289-1292 (Russian).

D. G. Gordeziani, To the exactness of one variant of the theory of thin shells,
Dokl. Acad. Nauk SSSR, 1974b; 216 (4): 751-754 (Russian).

V. Guliaev and V. Baganov and P. Lizunov, Nonclassic Theory of Shells, Vischa
Shkola, Lviv, 1978 (Russian).

G. V. Jaiani, Elastic bodies with non-smooth boundaries-cusped plates and shells,
ZAMM-Zeitschrift fiir Angewandte Mathematik und Mechanik, 1996; 76 Suppl.
2: 117-120.

G. V. Jaiani, On a mathematical model of bars with variable rectangular cross-
sections, ZAMM-Zeitschrift fiir Angewandte Mathematik und Mechanik, 2001;
81, (3): 147-173.

G. V. Jaiani, S. S. Kharibegashvili, D. G. Natroshvili, and W. L. Wendland,
Hierarchical models for cusped plates, Preprint 2002/13. University of Stuttgart,
Mathematical Institute A, Stuttgart, 2002.

I. Khoma, The generalized theory of anisotropic shells, Naukova Dumka, Kiev,
1986 (Russian).

A. R. Khvoles, The general representation for solutions of equilibrium equations
of prismatic shell with variable thickness, Seminar of the Institute of Applied
Mathematics of Thilisi State University, Annot. of Reports, 1971; 5: 19-21
(Russian).

A. Kufner and B. Opic. How to define reasonably weighted sobolev spaces, Com-
mentations Matehamticae Universitatis Carolinae, 1984; 25 (3): 537-554.

T. V. Meunargia, On nonlinear and nonshallow shells, Bulletin of TICMI, 1998,
2: 46-49.

S. M. Nikolskii, P. I. Lizorkin, and N. V. Miroshin, Weighted functional spaces
and their applications to the investigation of boundary value problems for degen-
erate elliptic equations, Izvestia Vysshikh Uchebnykh Zavedenii, 1988; 8 (315):
4-30 (Russian).

B. Opic and A. Kufner, Hardy-type inequalities, 1992.



Degenerate Elliptic Systems 33

[22]

23]

[24]

[25]

[26]

[27]

[28]

[29]

Ch. Schwab, A-posteriori modeling error estimation for hierarchic plate models,
Numer. Math., 1996; 74 (2): 221-259.

B. Szabdé and G. Sahrmann, Hierarchic plate and shell models based on p-
extension, Int. Jour. Numer. Meth. Engrg., 1988; 26: 1855-1881.

T. S. Vashakmadze, The Theory of Anisotropic Plates, Kluwer Academic Pub-
lishers, Dordrecht-London-Boston, 1999.

I. N. Vekua, On a method of computing prismatic shells, Akad. Nauk Gruzin.
SSR. Trudy Thiliss. Mat. Inst. Razmadze 1955; 21: 191-259 (Russian).

I. N. Vekua, Theory of thin shallow shells of variable thickness, Akad. Nauk
Gruzin. SSR Trudy Thiliss. Mat. Inst. Razmadze, 1965; 30: 3-103 (Russian).

I. N. Vekua, Shell theory: general methods of construction, Monographs, Ad-
vaced Texts and Surveys in Pure and Applied Mathematics, 25. Pitman (Ad-
vanced Publishing Program). Boston, MA. 1985.

M. Vogelius and 1. Babuska, On a dimensional reduction method. 1. The optimal
selection of basis functions, Math. Comp., 1981a; 37(155): 31-46.

M. Vogelius and I. Babuska, On a dimensional reduction method. II. Some
approzimation-theoretic results, Math. Comp., 1981b; 37(155): 47-68.

V. S. Zhgenti, To investigation of stress state of isotropic thick-walled shells of
nonhomogeneous structure, Applied Mechanics, 1991; 27 (5): 37-44 (Russian).

E-mail addresses :

jalani@viam.hepi.edu.ge

schulze@math.uni-potsdam.de



