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1 Introduction.

In this paper we prove the completeness of the system of eigen and associated
functions (i.e., root functions) of an elliptic boundary value problem in a domain
whose boundary is a smooth surface everywhere except for a finite number of
points such that each point has a neighborhood where the boundary is a conical
surface.

The problem of completeness of the system of eigen and associated functions
of boundary value problems for elliptic operators in domains with smooth bound-
aries has been studied by numerous authors. F.B. Browder [1]-[3] obtained the
theorem for the Dirichlet problem for elliptic operators of any order with a real
principal part.

Earlier M.V. Keldysh [4] proved the general theorem on the completeness of
the system of eigen and associated functions of differential not self-adjoint oper-
ators and obtained as its corollary the theorem on the completeness for elliptic
operators of second order with Dirichlet boundary conditions.

For the Dirichlet problem for strongly elliptic differential operators of order
2m the completeness of the system of eigen and associated functions in L2(Ω),
where Ω is an arbitrary bounded domain, was proved by M.S. Agranovich [5]. He
studied also the problem with Neumann conditions, for the case of a Lipschitz
boundary ∂Ω. The problem for elliptic systems of second order was studied by
N.M. Krukovsky [6].

All these authors referred to the methods of M.V. Keldysh [4]. We also use
them here, together with the approach of T. Carleman as in [7].

S. Agmon [8] and M. Schechter [9] proved that the system of root functions of
an elliptic boundary problem is complete in a bounded domain Ω with a smooth
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boundary if the Lopatinsky conditions are fulfilled. R. Denk, M.S. Agranovich,
H. Faierman [11] improved Agmon’s theorem under weaker regularity conditions
for the boundary.

In [21] the authors have proved the theorem on completeness of the root
functions for an elliptic operator on a closed manifold with conic points. (In this
paper the term “paracompact” is to be replaced by “compact”; the authors are
grateful to M.S. Agranovich for that remark.)

2 Definitions

Let Ω be a bounded domain in Rn and ∂Ω its boundary, Ω the closure of Ω.
We shall use the standard notation : x = (x1, . . . xn), Dα = ∂|α|

∂x
α1
1 ...∂xαn

n
for a

multi-index α = (α1, . . . αn), where |α| = α1 + · · ·+ αn.
Assume that ∂Ω is a surface of the class C2m everywhere except for the point

x = 0 (denoted by O) and that it coincides in a neighborhood of the point O
with a conical domain K = {x : x

|x| ∈ K ′}, where K ′ is a domain on the unit

sphere having a boundary of the class C2m.
Consider a differential operator in Ω :

L(x,D) =
∑

|α|≤2m

aα(x)Dα,

where aα(x) are bounded measurable functions in Ω, and for |α| = 2m they are
continuous in Ω \O.

The coefficients aα(x) for |α| = 2m are assumed to have the form

aα(x) = aα0(
x

|x|
) + aα1(x),

in a neighborhood of the point O, where limx→0 aα1(x) = 0.
Set

Bj(x,D) =
∑

|α|≤mj

bαj(x)D
α, j = 1, . . .m, mj < 2m,

where bαj(x) are functions of the class C2m−j in Ω \O, and for |α| = mj

bαj(x) = bαj0(
x

|x|
) + bαj1(x),

where limx→0 bαj1(x) = 0.
Let L′ =

∑
|α|=2m aα(x)Dα.

We will suppose everywhere below that the operator L is elliptic, i.e. L′(x, ξ) 6=
0, ξ ∈ Rn \ 0, x ∈ Ω \ O. If n = 2, we assume that the condition of regular
ellipticity holds. It means that for any pair of linearly independent vectors ξ, η and
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x ∈ Ω the polynomial A′(x, ξ+ tη) has exactly m roots t with positive imaginary
part. It is known (see [10]) that this condition is always satisfied for n > 2. It
holds also if the coefficients of the operator L′ are real.

Suppose that the Lopatinsky condition (see [10]) is fulfilled outside the point
x = 0. The operators

L0 =
∑

|α|=2m

aα0(ω)Dα, Bj0 =
∑

|α|=mj

bαj0(ω)Dα,

where (ρ, ω) is the spherical coordinate system with its center in O, satisfy the
Lopatinsky condition on ∂K ′ \O.

We shall consider complex-valued functions defined in Ω. For u ∈ Ck(Ω) we
introduce the norm

||u||W k
2 (Ω) =

(∫
Ω

∑
|α|≤k

|Dαu|2dx
)1/2

.

The Banach space W k
2 (Ω) is defined to be the completion of the space Ck(Ω)

with respect to this norm.
The space W k

γ (Ω) consists of the functions u such that

||u||2W k
γ (Ω) ≡

∑
|α|≤k

∫
Ω

|x|γ−2|α|+2k|Dαu|2dx <∞.

Let us consider the boundary problem

L(x,D)u = f(x), x ∈ Ω;

Bj(x,D)u = 0, x ∈ ∂Ω \O, j = 1, . . .m. (1)

The following operator pencil is very important for the study of the boundary
problems in domains with a conical point on the boundary :

r−λL0(r
λΦ(ω)), ω ∈ K ′; r−λBj0(r

λΦ(ω)), ω ∈ ∂K ′,

where
L0(ωD) =

∑
|α|=m

aα0(ω)Dα, Bj0(ωD) =
∑
|a|=mj

bαj0(ω)Dα.

It is well known that the spectrum of the problem

r−2mλL0(ω, r
λD)u = 0, ω ∈ K ′;

r−mjλBj0(ω, r
λD)u = 0, ω ∈ ∂K ′, (2)

is discrete.
The following theorem is proved in [14] (see also [15]).



3 RAYS OF MINIMAL GROWTH 4

Theorem 1. If there are no points of the spectrum of the problem (2) on the
line Re λ = −γ+4m−n

2
, then

||u||W 2m
γ (Ω) ≤ C

(
||Lu||W 0

γ (Ω) + ||u||L2(Ω)

)
for all functions u(x) ∈ W 2m

γ (Ω) such that Bju = 0, j = 1, . . .m, x ∈
∂Ω \O.

3 Rays of minimal growth

Let us denote L the linear unbounded operator L2(Ω) → L2(Ω), defined in DL =
{u : u ∈ W 2m

γ (Ω), Bju = 0, x ∈ ∂Ω \O}, which transforms each element u ∈ DL
to Lu.

Theorem 1 implies that L is a closed linear operator L2(Ω) → L2(Ω), and the
dimensions of its kernel and cokernel are finite. If the spectrum of L is not the
whole complex plane then it is discrete.

Definition. A ray arg λ = θ of the complex plane λ is a ray of minimal
growth for the resolvent R(λ) = (L − λE)−1 : L2(Ω) → L2(Ω) of the operator
L, if the resolvent does exist for all λ on this ray with sufficiently large absolute
value, and for all such λ we have

||R(λ)||L2(Ω)→L2(Ω) ≤ C|λ|−δ, δ > 0,

where C = const > 0, δ = const > 0.
Note that this definition is slightly different from the usual one when one

assumes that δ = 1.
We will indicate now some conditions when a ray arg λ = θ is a ray of minimal

growth for the operator L.

Theorem 2. The spectrum of the operator L is discrete and the ray arg λ = θ
is a ray of minimal growth for R(λ,L) if the following conditions are fulfilled :

1) (−1)m L0(x,ξ)
|L0(x,ξ)| 6= eiθ, ξ 6= 0, ξ ∈ Rn, x ∈ Ω.

2) At each point x ∈ ∂Ω \O denote ν the normal vector to ∂Ω and let ξ 6= 0 be a
real vector, orthogonal to ν. Let t+1 (ξ, λ), k = 1, . . .m, be the roots with positive
imaginary parts of the polynomial in t

(−1)mL0(x, ξ + tν)− λ,

where λ is a complex number such that arg λ = θ. Then the polynomials Bjν(x, ξ+
tν), j = 1, . . .m, are linearly independent modulo the polynomial Πm

k=1(t−t+k (ξ, λ)).
3) The boundary value problem in the infinite cone K

L0(ω,Dx)u− λu ≡
∑

|α|=2m

aα(ω)Dαu− eiθu = f ∈ W 0
γ (K),
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Bj0(ω,Dx)u =
∑
|α|=mi

aαi0(ω)Dαu = 0, on ∂K (3)

has a unique solution from the class W 2m
γ (K) ∩W 0

γ (K) for some γ, 0 ≤ γ < 2m,
and

||u||W 2m
γ (K) + ||u||W 0

γ (K) ≤ C||f ||W 0
γ (K).

The condition 3) is difficult to check. It appears systematically in the study
of the problem about the solvability of boundary problems in domains with sin-
gularities of the type of edge on its boundary. (See, for example, [18], [19]). It is
possible to show that the problem (3) is Fredholm, i.e., its kernel and cokernel
have finite dimensions. Condition 3) says that these dimensions are equal to zero.

This condition is equivalent to the following one :
3)Consider the boundary problem

L0u− (−1)meiθ ∂2m

∂x2m
n+1

u = f in K ×R1,

Bj0u = 0, on ∂K ×R1, j = 1, . . . ,m.

Suppose that for any f(x) such that∫
K×R

rγ|f |2dxdxn+1 <∞, r2 =
n∑

i=1

x2
i

there exists a unique solution such that∫
K×R1

rγ−4m|u|2dxdxn+1 <∞.

Conditions 1), 2) were introduced by Agmon in [8], where the completeness of the
system of eigen and associated (root) vectors was proved for an elliptic boundary
problem in a smooth domain. These conditions appear in the study of an elliptic
boundary problem with a parameter. In the condition 2) the existence of m roots
with positive imaginary parts follows from the ellipticity of the operator L, which
implies also that their number is less or equal tom. Condition 3) is connected with
the presence of a conical point on the boundary. It is stated here not effectively
as in the articles [18],[19],[20], where the boundary value problem was considered
in the domain with an edge on its boundary.

4 Proof of Theorem 2.

We have to show that the estimate

||u||L2(Ω) ≤
C

|λ|δ
||(L − λE)u||L2(Ω) (4)
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holds for any functions u ∈ DL and all λ with sufficiently large absolute value on
the ray arg λ = θ, δ > 0.

Consider the operator

L0 ≡ L− (−1)meiθ ∂2m

∂x2m
n+1

.

The operator L0 is elliptic of order 2m in the closure of the cylindrical domain
Ω0 = {(x, xn+1) : x ∈ Ω, −∞ < xn+1 < +∞}. One can check that condition 2)
is equivalent to the condition that the operator L0 and the system of boundary op-
erators Bj satisfy the Lopatinsky condition at each point of (∂Ω\O)×(−∞,+∞).

Let u(x, xn+1) ∈ C2m(Ω0) be such that u ≡ 0 for |xn+1| ≥ 1 and

Bju = 0, j = 1, . . .m on (∂Ω \O)× (−∞,+∞).

Then the following estimate∑
|α|≤2m

∫
Ω0

r−4m+2|α|+γ|Dαu|2dxdxn+1 +

∫
Ω0

rγ
∣∣∣ ∂2mu

∂x2m
n+1

∣∣∣2dxdxn+1

≤ c

∫
Ω0

|L0u|2rγdxdxn+1 + c

∫
Ω0

|u|2dxdxn+1 (5)

is true with a constant c independent of u. Estimate (5) can be proved with the
help of a partition of the unity and estimates of solutions to elliptic equations in
Rn, in the half-space and in the unbounded dihedral angle. A detailed proof can
be found in [14], [15].

Let σ ∈ C∞(R) is such that σ(t) = 0 for |t| > 1, σ(t) ≡ 1 for |t| < 1
2
.

Let u(x) ∈ C2m(Ω) be a function such that

Bju = 0, on ∂Ω \O, j = 1, . . .m.

Set
vµ(x, xn+1) = σ(xn+1)e

iµxn+1u(x),

for any real µ.
Denote Ωρ = Ω0 ∩ {(x, xn+1) : |xn+1| < ρ}. Using the inequality (5) we see

that ∑
|α|≤2m

∫
Ω1

rγ−4m+2|α||Dαvµ|2dxdxn+1

≤ C[

∫
Ω1

|Lvµ|2rγdxdxn+1 + C

∫
Ω1

|vµ|2dxdxn+1].

Note that
Lvµ = σ(xn+1)e

iµxn+1(Lu− µ2meiθu) + S(ueiµxn+1), (6)
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where S is a linear differential operator of order (2m − 1) with bounded coeffi-
cients. Since vµ ≡ 0 for |xn+1| > 1, (6) implies that∫

Ω1/2

∑
|α|≤2m

rγ−4m+2|α||Dα(ueiµxn+1)|2dxdxn+1

≤ C1

[∫
Ω

|Lu− µ2meiθu|2rγdxi . . . dxn (7)

+
∑

|α|≤2m−1

∫
Ω

rγµ2(2m−1)|u|2dx1 . . . dxn +

∫
Ω

|u|2dx1 . . . dxn

]
,

where C1 = const does not depend on µ and on u.
Besides,∑

|α|≤2m

C2

∫
Ω1/2

rγ−4m+2|α||Dαueiµxn+1|2dx1 . . . dxn+1

≥
∫
Ω

∑
|α|=2m

∑
s+|β|=|α|

rγ−4m+2|α||µ|2s
∣∣∣ ∂βu

∂xβ1

1 . . . ∂xβn
n

∣∣∣2dx1 . . . dxn

≥ C3

∫
Ω

∑
|β|≤2m

rγ|µ|2(2m−|β|)
∣∣∣ ∂βu

∂xβ1

1 . . . ∂xβn
n

∣∣∣2dx1 . . . dxn + C3

∫
Ω

|µ|−γ+4m|u|2dx.

Therefore, if |µ| is large enough, we have∫
Ω

|u|2|µ|4m−γdx ≤ C4

∫
Ω

|Lu− µ2meiθu|2dx,

i.e.,

|λ|
4m−γ

2m ||u||2L2(Ω) ≤ C5||Lu− λu||2L2(Ω),

if arg λ = θ and |λ| is large. This means that there are no points of the spectrum
of the operator L− λE on the ray arg λ = θ for sufficiently large |λ| and

||(L − λE)−1||L2(Ω)→L2(Ω) ≤ C|λ|−1+ γ
2m .

Since 0 ≤ γ < 2m the ray arg λ = θ is a ray of minimal growth for the resolvent.
In order to finish the proof of Theorem 2 it remains to show that the map

L−λE is a map on the whole space L2(Ω). This proof is long but it only employs
standard methods of the theory of elliptic boundary problems with the help of a
partition of the unity and the construction of a parametrix. �
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5 The growth of the resolvent

Theorem 2 says that the spectrum of the operator L is discrete. Let us fix a point
z outside the spectrum of the operator L, and set T = (L − zE)−1. We have

R(
1

λ− z
, T ) = (λ− z)E − (λ− z)2R(λ,L).

An element Φ ∈ L2(Ω), Φ 6= 0 is a generalized eigenelement of the operator T ,
corresponding to an eigenvalue µ, if (T − µ)jΦ = 0 for some integer j ≥ 0. The
minimal j, for which this relation holds is called index of Φ.

It is well-known that the dimension of the space of generalized eigenelements
corresponding to an eigenvalue µ is finite. This dimension is called multiplicity of
µ. Let us denoteN (T ) the closure in L2(Ω) of the linear envelope of all generalized
eigenelements of the operator T .

The operator-valued function R(λ, T ) is a meromorphic function of 1
λ

with its
poles at the points which are eigenvalues of the operator T . Let f ∈ L2(Ω). Let
us consider the vector-valued function R(λ, T )f , which is analytic everywhere
except for the point λ = 0 and the points µk, which can be its poles. If λ = µk is
a pole of R(λ, T )f , then in a sufficiently small neighborhood of µk the Laurent
expansion holds:

R(λ, T )f =
Φ1

(λ− µk)j
+

Φ2

(λ− µk)j−1
+ · · ·+ Φj

λ− µk

+
∞∑
i=0

gi(λ− µk)
i,

where j > 1, Φ1 6= 0, Φj ∈ L2(Ω), gj ∈ L2(Ω), Φi are generalized eigenelements
T of index i.

Similarly, the function Φ(x) ∈ DL is a generalized eigenelement of L, corre-
sponding to an eigenvalue λk, if (L − λk)

jΦ = 0 for some j ≥ 1. The minimal
j, for which (L − λk)

jΦ = 0 is also called index Φ. It is clear that the function
Φ is a generalized eigenelement of L, corresponding to λk if and only if Φ is a
generalized eigenelement of T , corresponding to the eigenvalue 1

λk−z0
. The closure

in L2(Ω) of the linear envelope of all generalized eigenelements of the operator
L is denoted by M(L). We will show that M(L) = L2(Ω). First we show the
following result about the growth of the resolvent, cf. Section 7.

Theorem 3. Let T be a compact operator in L2(Ω) such that

TL2(Ω) ⊂ W 2m
γ (Ω), 2m > γ > 0.

Let λj be a sequence of nonzero eigenvalues of T , counted with their multiplicity
and R(λ, T ) be the resolvent of T . Then

1)
∑

j |λj|
n

2m− γ
2

+ε
<∞ for any ε > 0.
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2) There exists a sequence ρi → 0, i = 1, 2 . . . such that R(λ, T ) is defined for
|λ| = ρi and for any ε > 0

||R(λ, T )|| ≤ exp(|λ|
− n

2m− γ
2

+ε
), for |λ| = ρi, i = 1, 2 . . . (8)

Before we give the proof of Theorem 3 we shall state some constructions from [8].
Let Q be a cube in Rn,

Q = {x ∈ Rn : |xi| < π, i = 1, . . . , n}.

If u ∈ L2(Q) then

u(x) =
∑

k1,...,kn

ak1,...,kne
i(k1x1+···+knxn).

Let Hr be the space of functions u with a finite norm

||u||2r = |a0|2 +
∑
k 6=0

|k|2r|ak|2, r > 0.

Set
Λsu(x) =

∑
k1,...,kn

(1 + k2
1 + · · ·+ k2

n)s/2ak1,...,kne
ik1x1+···+iknxn .

It is easy to see that the operator Λ−s for s > 0 is self-adjoint compact in L2(Q).
Its eigenfunctions are eik1x1+···+iknxn and the eigenvalues (1 + k2

1 + · · ·+ k2
n)s/2.

Let z0 be a point not belonging to the spectrum of A. Put T = (A− z0E)−1.
We can assume that z0 = 0. Put R(λ, T ) = (T − λE)−1.

The operator T ∗T is nonnegative self-adjoint compact in H. The operator
S = (T ∗T )1/2 is also nonnegative self-adjoint compact in H. Let µi(T ) be the
eigenvalues of the operator S.

Definition. The operator T belongs to the class Cp, 0 < p <∞, if∑
i

|µi(T )|p <∞.

Since ∑
k1,...,kn

(1 + k2
1 + · · ·+ k2

n)−sp/2 <∞

for p > n/s, the operator Λs belongs to Cp if ps > n.
The following Lemmas are taken from [8].
Lemma 1. Let T be a compact linear operator T : H → H from the class Cp,

0 < p <∞. Then there exists a sequence ρi, ρi → 0 such that

||R(λ, T )|| ≤ C exp(c|λ|−p)
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for |λ| = ρi.

Lemma 2. Let T be a compact linear operator T : H → H from the class
Cp, 0 < p <∞ and a linear operator B be bounded as an operator from H to H.
Then the operators BT and TB belong to Cp.

Let us also recall the following important theorem:

Theorem 4. (see [8]) Let T be a compact operator in the Hilbert space Hk for
some k ≥ 0 and THk ⊂ Hk+s for some number s > 0. Then we have T ∈ Cn/s+ε

for any ε > 0 and
||C(λ)R(λ, T )|| ≤ exp(c|λ|−n/s−ε)

for every ε > 0 and |λ| ≤ δ0, δ0 = δ0(ε) > 0, where

C(λ) =
∏

j

(1− λj

λ
) exp(

λj

λ
+ · · ·+ 1

l
(
λj

λ
)l),

and l is the largest integer ≤ n/s. The function C(λ) is an entire function of 1/λ
vanishing at the points λj only.

The following theorem follows readily from Theorem 4.

Theorem 5. (see [13]) Let T be a compact operator in a Hilbert space Hs be-
longing to the class Cp, 0 < p <∞. Let λi be the sequence of non-zero eigenvalues
of T counted with their multiplicity. Then there exists a sequence ρi, ρi → 0 such
that R(λ, T ) exists everywhere on |λ| = ρi and

||R(λ, T )|| ≤ exp(c|λ|−p)

for |λ| = ρi.
We will show that Theorem 3 can be deduced from Theorem 5.

6 Proof of Theorem 3.

Let us suppose that Ω is contained inside the cubeQ = {x : |xi| < π, i = 1, . . . n}.
Denote JΩ the operator of restriction of elements of L2(Q) on L2(Ω). Let us show
that there exists the operator of extension P, u → Pu, mapping W 2m

γ (Ω) on

H2m−γ/2(Q), where H2m−γ/2(Q) is the space of 2π – periodic functions with the
norm

||u||2Hs(Q) = |a(0,...0)|2 + Σ′(k2
1 + · · ·+ k2

n|s|ak1 . . . akn|2, (9)



6 PROOF OF THEOREM 3. 11

where
u =

∑
k1...kn

′
ak1...kne

i(k1x+···+knxn)

is the expansion of u(x) in the Fourier series, Σ′ means the sum over all k =
(k1, . . . , kn) except for k = 0; s = 2m− γ/2.

Let us consider in K the following partitions of unity:

1 =
+∞∑

i=−∞

θi(x), 1 =
i+∞∑

i=−∞

σi(x),

where θi(x) ∈ C∞(K), σi(x) ∈ C∞(K), supp θi ⊂ Ka2−i−1,a2−i , supp σi ⊂
Ka2−i−2,a2−i+2 , Ka,b = {x : x ∈ K, a < |x| < b}, Ka = K0,a, |Dαθi| ≤
C2i|α|, |Dασi| ≤ C2i|α|, σ = 1 in Ka2−i−1,a2−i+1 .

Let u1 = θu, u2 = (1 − θ)u, where θ ∈ C∞(Rn), θ = 1 in a neighborhood
of the point x = 0, θ = 0 for |x| ≥ a. Set Sa,b = {x : a < |x| < b} and let
Π0 be a linear bounded operator of extension from W k

2 (Ka/4,4a) to W k
2 (Sa/4,4a).

The operator Π0 induces an operator Πj of extension from W k
2 (Ka2−j−2,a2−j+2) to

W k
2 (Sa2−j−2,a2−j+2).
Such an operator can be defined in the following way. Let u′(x) = u(x2j), x ∈

Ka/4,4a, u
′′(x) = Π0u

′(x), Πj(x) = u′′(x2−j), x ∈ Ka2−j−2,a2−j+2 .
It is easy to see that

||Πju||2W k
2 (S

a2−j−2,a2−j+2 ) ≤ C
∑
|α|≤k

∫
K

a2−j−2,2−j+2a

22j|α||Dαu|2dx.

Now we can construct the extension Pu from K to Rn. Set

Pu =
+∞∑
i=0

σiΠiθiu.

The operator P is an operator of extension from Ka/2 to Sa/2.
If |β| ≤ 2m, then we have obviously that∫

Sa/2

|DβPu|2|x|γ−2m+2|β|dx

≤ C

∞∑
i=1

∑
|β1|+|β2|=|β|

∫
Sa2−i−3,a2−i

|x|γ−2m+2|β||Dβ1σi|2|Dβ2Πiθiu|2dx

≤ C1

∞∑
i=1

∑
|β1|+|β2|=|β|

∫
Sa2−i−3,a2−i

2−(γ−2m+2|β|)i · 22|β1|i|Dβ2Πiθiu|2dx
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≤ C2

∞∑
i=1

∑
|β1|+|β2|=|β|

∫
Ka2−i−2,a2−i−1

2−(γ−2m+2|β|)i+2|βi|i|Dβ2θiu|2dx

≤ C3

∞∑
i=1

∑
|β1|+|β2|=|β|

∑
|β3|+|β4|=|β2|

∫
Ka2−i−2,a2−i−1

2−(γ−2m+2|β|)i+2|β1|i+2|β3|i|Dβ4u|2dx

≤ C4

∞∑
i=1

∑
|β1|+|β2|=|β|

∑
|β3|+|β4|=|β2|

∫
Ka2−i−2,a2−i−1

|x|γ−2m+2|β|−2|β1|−2|β3||Dβ4u|2dx

≤ C5

∑
|β4|≤2m

∫
K

|x|γ−2m+2|β4||Dβ4u|2dx ≤ C6||u||2W 2m
γ (K).

The function û which is equal to u in Ω and Pu in Sa/2, belongs to W 2m
γ (Ω∩

Sa/2). The domain Ω ∩ Sa/2 is Lipschitz, and we can expand û in the cube Q =
{x : |xi| ≤ a, i = 1, . . . , n} in such a way that the continuation u∗ vanishes in a
neighborhood of ∂Q and belongs to W 2m

γ (Q). Moreover,

||u∗||W 2m
γ (Q) ≤ C7||u||W 2m

γ (Ω).

Define u∗ = 0 outside of Q. Let us check that u∗ ∈ Hs(Rn) with s < 2m − γ/2
and

||u∗||Hs(Rn) ≤ C8||u||W 2m
γ (Ω).

To do that let 1 =
∑∞

i=−∞ ψi(x) be a partition of unity in Rn \ 0, ψ ∈
C∞

0 (Rn), |Dαψi| ≤ C92
|α|i, supp ψi ∈ S2−i,21−i . Set ui = ψiu

∗.
The interpolation inequality implies that

ε2s||ui||2Hs(Rn) ≤ C10ε
4m

∑
|β|=2m

∫
Rn

|Dβui|2dx+ C

∫
Rn

|ui|2dx,

or

ε2s−4m+γ||ui||2Hs(Rn)

≤ C11ε
γ

∑
|β|=2m

∫
S2−i,2−i+1

|Dβui|2dx+ C11ε
γ−4m

∫
S2−i,2−i+1

|ui|2dx.

Let ε = 2−i. Then

||ui||2Hs(Rn)

≤ C122
−is1

∑
|β|=2m

∫
S2−i,2−i+1

|x|γ|Dβui|2dx+ C122
−is1

∫
S2−i,2−i+1

|x|γ−4m|ui|2dx,

where s1 = −γ + 4m− 2s.
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Thus,

||u∗||Hs(Rn) ≤
∞∑
i=l

||ui||Hs(Rn)

≤
( ∞∑

i=l

√∑
||ui||2Hs(Rn)2

is1

) 1
2
( ∞∑

i=1

2−
is1
2

) 1
2

≤ C13

[ ∞∑
i=−l

∑
|β|=2m

∫
S2−i,2−i+1

|x|γ|Dβui|2dx+

∫
S2−i,2−i+1

|x|γ−2m|ui|2dx
] 1

2

≤ C14

[ ∞∑
i=−l

∑
|β|≤2m

∫
S2−i,2−i+1

|x|γ+2β|−2m|Dβu|2dx
] 1

2

≤ C15||u||W 2m
γ (Rn) ≤ C16||u||W 2m

γ (Ω).

Therefore, the operator P extends functions from W 2m
γ (Ω) to Hs(Rn), s <

2m− γ/2.
A function u from W 2m

γ (Q) ∩Hs(Q), vanishing in a neighborhood of ∂Q can
be extended to Rn as a 2π - periodic function. The norm of u(x) in Hs(Rn) is
equivalent to the norm (9), if we set u(x) = 0 outside Q.

Let T be a bounded linear operator W 0
γ (Ω) → W 2m

γ (Ω).
Using the operator P constructed before we can define the operator T+ in

L2(Q) as
T+u = PTJu,

where J is the operator of restriction of L2(Q) to L2(Ω).
It is evident that the operator T+ is a compact operator from L2(Q) to Hs(Q).

Let us show that a λ 6= 0 belongs to the spectrum of the operator T if and only
if it belongs to the spectrum of the operator T+. Moreover, the multiplicity of λ
as the spectrum point of T is the same as that of T+.

First observe that if u(x) ∈ W 2m
γ (Ω), then T+Pu = PTu. Therefore, for any

polynomial p(t) we have
p(T+)Pu = Pp(T )u.

Moreover, if u∗ ∈ Wm
γ (Q), then

p(T )Ju∗ = Jp(T+)u∗.

Let λ 6= 0 be an eigenvalue of the operator T and Φ(x) ∈ L2(Ω) be an associated
function of order k ≥ 1, i.e.

(T − λE)kΦ = 0, (T − λE)k−1Φ 6= 0

(if k = 1 it is simply an eigenfunction).
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Consider the polynomial

qk−1(t, λ) =
k−1∑
j=0

(t− λ)k−1−j(−λ)j.

It is clear that

−(−λ)kΦ = [(T − λE)k − (−λ)kE]Φ = Tqk−1(T, λ)Φ. (10)

Since T is bounded as an operator from L2(Ω) to W 2m
γ (Ω), we see that Φ ∈

W 2m
γ (Ω).
Let us show now that if a λ 6= 0 is a regular point of the operator T , then

||R(λ, T )||W 0
γ (Ω)→W 2m

γ (Ω) ≤ C17||R(λ, T+)||W 0
γ (Q)→W 2m

γ (Q)

≤ C18|λ|−1(||R(λ, T )||W 0
γ (Ω)→W 2m

γ (Ω) + 1), (11)

where C18 does not depend on λ.
It is easy to check that

R(λ, T )Ju∗ = JR(λ, T+)u∗ for u∗ ∈ W 0
γ (Q), (12)

where

R(λ, T ) : W 0
γ (Ω) → W 2m

γ (Ω), R(λ, T+) : W 0
γ (Q) → W 2m

γ (Q).

Indeed,

R(λ, T )Ju∗ = R(λ, T )J(T+ − λE)R(λ, T+)u∗

= R(λ, T )(T − λE)JR(λ, T+)u∗

= JR(λ, T+)u∗.

Let u ∈ W k
γ (Ω) and u∗ = Pu in (12). We obtain

R(λ, T )u− = JR(λ, T+)(Pu).

This relation implies
||R(λ, T )|| ≤ C19||R(λ, T+)||

with a constant C19 independent of λ.
Conversely, if u∗ ∈ W 0

γ (Q), then by the definition of the operator T+ and (10)
we have

λR(λ, T+)u∗ = T+R(λ, T+)u∗ − u∗

= PTJR(λ, T+)u∗ − u∗

= PTR(λ, T )Ju∗ − u∗.
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Therefore,

||R(λ, T+)||W 0
γ (Q)→W 2m

γ (Q) ≤
C20

|λ|
(1 + ||R(λ, T )||)W 0

γ (Ω)→W 0
γ (Ω),

where C20 is independent of λ. So inequalities (11) are proved.
The operator T = PR(λ,L)JQ : H t(Q) → H t+2m−γ/2−ε(Q) is continuous.

Its spectrum coincides with the spectrum of the operator R(λ,L). Moreover, the
operator R(λ,L) = JQTP satisfies the conditions of Theorems 4 and 5 with
s = 2m− γ/2− ε.

Theorem 3 follows now from Theorems 4 and 5. �

7 The completeness of root functions

Now we can state our main result: the theorem on the completeness of the system
of the root functions of an elliptic boundary problem in a domain with a conical
point on its boundary.

Theorem 6. Assume that there exist the rays arg λ = θi, i = 1, . . . , N in the
complex plane which satisfy the conditions of Theorem 2, and the angles between
the pairs of neighboring rays are < π(2m − α/2)/n. Then the spectrum of the
operator L is discrete, and the root functions form a complete system in L2(Ω).

Proof. Theorem 2 implies that the spectrum of the operator L is discrete,
and each the ray arg λ = θi is a ray of minimal growth for the resolvent R(λ,L) :
L2(Ω) → L2(Ω). This means, in particular, that

||R(λ,L)||L2(Ω)→L2(Ω) = O(|λ|−δ) (13)

as |λ| → ∞ and δ > 0.
Suppose that there exists a function f ∗ ∈ L2(Ω), orthogonal to all eigen and

associated functions of the operator L. We will show that f ∗ = 0. This will imply
that the system of the root functions is complete.

Suppose that the point λ = 0 is regular for the operator L. Consider the
function

F (λ) =

(
f ∗, R

(1

λ
, T

)
f

)
, (14)

where T = L−1, f ∈ L2(Ω), with (·, ·) being the scalar product in L2(Ω).
Since the resolvent of L is a meromorphic function with poles at the points

of the spectrum of L, the function F is analytic near those λ which are not
eigenvalues of L. We shall use the following relation between the resolvents of the
operators L and L−∞ :

R
(1

λ
,L−1

)
= λE − λ2R(λ,L). (15)
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Consider the expansion

R(λ, T )f =
Φ1

(λ− λk)j
+

Φ2

(λ− λk)j−1
+ · · ·+ Φj

λ− λk

+
∞∑
i=0

gi(λ− λk)
i

in a neighborhood of the point λ = λk, where λk is a pole of R. Here j ≥ 1,Φ1 6=
0,Φi ∈ L2(Ω), gi ∈ L2(Ω),Φ1,Φ2, . . . ,Φj is a chain of the associated functions.
This expansion implies that λk is a regular point of F (λ), since f ∗ is orthogonal
to all Φi. Therefore, F (λ) is an entire function.

The relations (13), (14), (15) imply that

|F (λ)| ≤ C exp
(
|λ|2−δ

)
, (16)

for |λ| → ∞, arg λ = θi, i = 1, . . . , N . Besides, Theorem 3 has the consequence
that for any ε > 0 there exists a sequence rj →∞ such that

|F (λ)| ≤ exp
(
|λ|n/(2m−γ/2)−ε

)
, (17)

for |λ| = rj.
Consider F (λ) in the closure of the angle between the rays arg λ = θj and

arg λ = θj+1. Its size is less than π(2m− γ/2)/n. Since

R(λ, T ) = λE − λ2R(λ,L),

and the ray arg λ = θi is a ray of minimal growth, we have the inequality (16)
on the sides of the angle and (17) on the sequence of the arcs tending to infinity.

Choosing ε > 0 in (17) sufficiently small and applying the Phragmen-Lindelöf
theorem we obtain that |F (λ)| = O(|λ|2−δ) as |λ| → ∞ in the whole complex
plane. Therefore, F (λ) is a linear function, i.e.,

F (λ) = c0 + c1λ.

On the other hand, we have

R(1/λ, T ) = λE + λ2 + . . . ,

and, therefore,
F (λ) = λ(f ∗, f) + λ2(f ∗, T f) + . . . .

Since F is linear, we have (f ∗, T f) = 0 for all f ∈ L2(Ω). Since the range of the
operator L is dense in L2(Ω), it follows that f ∗ = 0. Thus, the system of the root
functions of the operator L is complete in L2(Ω). �
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8 Some generalizations

In the preceding section we have proved the completeness of the system of the
eigen and associated functions in L2(Ω). This theorem implies immediately the
completeness in W 0

γ (Q) with γ > 0. Indeed, let f ∈ W 0
γ (Q), γ > 0. Set fε = 0 for

|x| < ρ, fε = f for |x| > ρ, where ρ > 0 is so small that

||f − fε||W 0
γ (Ω) ≤ ε.

Since fε ∈ L2(Ω) there exists a finite linear combination of the root vectors P (x)
such that

||fε − P (x)||L2(Ω) ≤ ε/ργ.

Then
||fε − P (x)||W 0

γ (Ω) ≤ ε

and
||f − P (x)||W 0

γ (Ω) ≤ 2ε.

Now we shall state some corollaries of Theorem 6.

Corollary 1. Under the conditions of Theorem 6 the system of the root ele-
ments is dense in the space

W̃ 2m
γ (Ω) =

{
u ∈ W 2m

γ (Ω), Bu = 0 on ∂Ω
}

for γ ≥ 0.
Proof. Indeed, let u ∈ W̃ 2m

γ (Ω). Then Lu ∈ W 0
γ (Ω). Therefore, for any ε > 0

there exists a linear combination of the root elements P (x) such that

||Lu− P (x)||W 0
γ (Ω) ≤ ε. (18)

Let the point λ = 0 be regular for the operator L. We can assume this without
loss generality. The function P0(x) = L−1(P (x)) is also a linear combination of
the root elements. It follows from (18) that

||u− P0(x)||W 2m
γ (Ω) ≤ Cε, (19)

where C does not depend on u and ε. The inequality (19) means that the system
of the eigen and associated functions is dense in W 2m

γ (Ω).
Corollary 2. Let the conditions of Theorem 6 be satisfied, 0 ≤ γ1 ≤ γ, and

assume that the strip

(−γ + 4m− n)/2 ≤ Im λ ≤ (−γ1 + 4m− n)/2

does not contain points of the spectrum of the problem (2). Then the system of
root elements is dense in the space W̃ 2m

γ1
(Ω).
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Proof. Indeed, let u ∈ W̃ 2m
γ1

(Ω). Then Lu ∈ W 0
γ1

(Ω). Therefore, for any ε > 0
there exists a linear combination of the root elements P (x) such that

||Lu− P (x)||W 0
γ1

(Ω) ≤ ε. (20)

Let the point λ = 0 be regular for the operator L which can be assumed
without loss of generality. The regularity theorem for solutions of an elliptic
boundary value problem in domains with conical points on the boundary implies
that the point λ = 0 is regular for the operator L : W 2m

γ1
(Ω) → W 0

γ1
(Ω).

The function P0(x) = L−1(P (x)) is also a linear combination of the root
elements. It follows from (20) that

||u− P0(x)||W 2m
γ (Ω) ≤ Cε, (21)

where C does not depend on u and ε. Inequality (21) means that the system of
the eigen and associated functions is dense in W 2m

γ1
(Ω).

Remark. Since
W 0

γ1−2m(Ω) ⊂ W 2m
γ1

(Ω)

and the space C∞
0 (Ω) is dense in any W 0

γ1−2m(Ω) with γ1 ≥ 0, we can conclude
that the system of the root functions is dense in any space W 0

γ (Ω) with γ ≥ −2m.
The obtained results can be extended to the spaces Lp(Ω), p ≥ 1.
Indeed, let 1 ≤ p < 2, assume the strip

−γ1 + 4m− n

2
≤ Im λ ≤ −γ + 4m− n

2

does not contain the points of the spectrum of the problem (2) and that the
conditions of Theorem 3 are fulfilled. Then the system of the root functions of
the problem (2) is complete in W 2m

γ1,p(Ω) and in

Ŵ 2m
γ1,p(Ω), p ≤ 2,

where W 2m
γ1,p(Ω) is defined with the help of the norm

||u||pW 2m
γ1,p(Ω) =

∑
|α≤2m

∫
Ω

r2m+γ1−p|α||Dαu|pdx,

and Ŵ 2m
a1,p(Ω) is its subspace of functions, satisfying the boundary conditions

Bju|∂Ω = 0, j = 1, . . .m.

This follows readily from the embedding Ŵ 2m
γ1,p(Ω) ⊂ Ŵ 2m

γ1
(Ω), the details of the

proof are the same as in the article of S. Agmon [8].
Note that

Ŵ 2m
γ1,p(Ω) ⊂ W 0

γ′1,p1
(Ω), if n > 4m, (22)
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where p1 = 2n
n−4m

, γ′1 = γp1

2m
. This is a consequence of the embedding theorem

for the weight Sobolev space with the limit exponent. From (22) it follows the

completeness of the root functions in W 0
γ1

′,p1
(Ω), and therefore, in ̂W 2m

γ1+4m,p1
(Ω),

where p1 = 2n
n−4m

> 2. Iterating these arguments we can prove the completeness
of the system of the root functions of the problem (2) in the spaces Lp(Ω), p ≥ 1.

Example. Consider an elliptic operator of second order :

Lu ≡
n∑

i,j=1

aij(x)uxixj
+

n∑
i=1

ai(x)uxi
+ a0(x)u,

where aij(x), ai(x), a0(x) are continuous real functions, which is defined on the
set of C2-functions satisfying the homogeneous Dirichlet conditions in a domain
with a finite number of conical points on its boundary. In the case, when there
are no conical points and the coefficients are smooth the completeness was proved
in [8]. In our case this follows from Theorem 6. Note that we cannot apply the
methods using the quadratic form (Lu, u)L2(Ω) as in [5], [6], since the coefficients
aij may be not differentiable.
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