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Abstract. We consider infinite-dimensional diffusions where the interaction be-
tween the coordinates has a finite extent both in space and time. In particular,
it is not supposed to be smooth or Markov. The initial state of the system is
Gibbs, given by a strong summable interaction. If the strongness of this initial
interaction is lower than a suitable level, and if the dynamical interaction is
bounded from above in a right way, we prove that the law of the diffusion at
any time ¢ is a Gibbs measure with absolutely summable interaction. The main
tool is a cluster expansion in space uniformly in time of the Girsanov factor
coming from the dynamics and exponential ergodicity of the free dynamics to
an equilibrium product measure.
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1. Introduction

In this paper we study propagation of Gibbsianness for a class of infinite-
dimensional diffusions with general space-time interaction. The diffusion X =
(Xi(t))t>0,icze solves the Stochastic Differential Equation (2.5) where the dy-
namical interaction splits into a suitable self-interaction and a bounded (possi-
bly) non-regular space interaction with time memory.
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Diffusions with memory, such as stochastic delay equations, are indeed very
useful for stochastic modeling e.g. in biomathematics, mathematical finance or
physics, where delays in the dynamics can represent memory, inertia in financial
systems or time-delayed response of physical systems (see e.g. [1,6,10,26] or [19]).

Recall that simple transformations of Gibbs measures may not preserve the
Gibbsianness property. The phenomenon was identified by van Enter, Fernandéz
and Sokal in [23] and, since then, an extensive effort has been made to find var-
ious situations where such pathologies may arise. An example of a transforma-
tion which could yield non-Gibbs measures is time-evolution. More precisely,
consider a system of interacting particles (or spins) living on a certain space
S and distributed at time ¢ = 0 according to some Gibbs measure v. It may
happen that, although the system converges, as time goes to infinity, towards
another Gibbs measure u, under certain conditions on v and u, there exists a
period of time where the time-evolved measure is not Gibbs any more, since an
associated (absolutely summable) interaction does not exist. Such unexpected
behavior was pointed out in the following cases: for discrete state space S and
spin-flip dynamics in [20,21], in the mean-field set-up, see [7,13], for Markovian
diffusions on circles, called planar rotors, in [24,25] and for continuous un-
bounded spins following independent Ornstein—Uhlenbeck dynamics, see [16].
Note that dynamical Gibbs-non-Gibbs transitions have also been investigated
from a large-deviation point of view in [22].

Here, on the contrary, we are interested in the conservation of Gibbsianness
regime for particles living in continuous state spaces. We search for condi-
tions which assure that the time-evolved measure of a system of interacting
particles starting from a Gibbs distribution stays Gibbsian during its whole
time-evolution.

It turns out that for short-time evolutions, conservation of Gibbsianness is
robust, as was proved in [5] for Markovian RZ-valued diffusions and in [18] for a
particular class of non-Markovian RZ’_valued diffusions. Earlier propagation of
Gibbsianness results during the whole time-evolution could already be obtained
in [5] in the following particular case: the RZ"_valued diffusion is prescribed
through a Markov interaction function b, itself defined as the gradient of a
Hamiltonian.

Consider a diffusion X = (X;(t));>0,ieze Where the dynamical interaction
term consists of an ultracontractive self-interaction U (which will constrain the
free system to converge fast towards a reference product measure) and a bounded
non-regular and non-Markov space-time interaction b regulated by a multiplica-
tive scalar factor 5. (The parameter 3 could be considered as a dynamical
inverse temperature.) We prove that, for any initial Gibbs measure with in-
verse temperature Sy bounded above (G < Bo), and for a dynamical interaction
below a certain intensity (3 < ), the law of the diffusion at any time ¢ is a
Gibbs measure on de, described by an absolutely summable interaction. In
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that sense, Gibbsianness propagates for a very large class of RZ’ valued diffu-
sion dynamics which include time-delayed terms. As a corollary, our method
leads to a constructive existence result for a class of infinite-dimensional SDE
with small (possibly) non-Markovian drift. Finally in Section 3.6 we state the
corresponding propagation of Gibbsianness result for a system of planar rotors.

There are in the present paper two main differences and improvements with
respect to the paper [5]. First, the Girsanov density of the approximating finite-
dimensional diffusions contains stochastic integrals, which cannot be turned into
ordinary (bounded) integrals as was done for gradient diffusions. In particular
the local interaction functionals ¥ introduced in (3.5) are highly unbounded,
even not everywhere defined and their control should be done via (exponential)
moments. Secondly, since the interaction b between the coordinates contains a
time component, one cannot make use any more of the decoupling method as
in [5], which was a simple way to compare the infinite-dimensional dynamics
with another, much simpler. To bypass these difficulties, the main tool is a
cluster expansion in space — uniform in time — of Girsanov factors coming
from the dynamics .

The rest of the paper is divided into the following sections. 2. Framework
and main result. 3. Proof of the main theorem with, in particular, the cluster
expansion and the estimates of the cluster weights. In Section 3.6 we come back
to examples and applications.

2. Framework and main result

In this section we define the necessary framework for our study and state
our main result.

2.1. Interaction and Gibbs measures

The main mathematical concept considered in this paper is that of a Gibbs
d
measure on the configuration space R%Z". It is based on a so-called interaction
function, of which we now recall the definition.

Definition 2.1. An interaction ¢ on RZ" is a collection of functions ¢ from
RZ" to R, where A is any finite subset of Z¢, satisfying the following properties.

1. ¢ is Fp-measurable, where F, denotes the sigma-field generated by the
canonical projections on R:.

2. ¢ is absolutely summable, which means that 3, -, [|¢a]|ec < +o0 for all
AWAS

We also recall some other summability assumptions which can be satisfied by
an interaction.
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(A1) (strong summability) sup;cza Y o5;(|A] = 1)|[¢alloc < +00, where |A] de-
notes the cardinality of A.

(A2) (finite-body interaction) ¢ = 0 as soon as |A] is large enough.

(A3) (finite-range interaction) ¢p = 0 as soon as the diameter of A is large
enough.

Remark that, for bounded interactions, (A3)= (A2)= (Al).
Given an interaction ¢ we define the associated Hamiltonian function h =

(hA)ACZd by

ha :RYXRY SR, ha(za,zae) = Y éar(zazac), (2.1)
AN NAAD

where z is called the boundary condition. We write as usual xp 25 as shorthand
for the concatenation of the configuration x restricted to A and the configuration
z restricted to A°.

The finite-volume Gibbs measure with interaction ¢ at inverse temperature
Bo with boundary condition z w.r.t. an a-priori measure m on R is the probability
measure given by

1
VA z(dzp) = 7 exp(—LBoha(za, zac)) m®A(dxA) (2.2)
A
where Z3 is the renormalizing factor. If the measure m is finite, the scalar Z3%,
also called partition function, is finite too.

As usual the finite-volume measure with free boundary conditions is defined
by

va(dzy) = ZiAexp(—@o " Galan)) moA(day). (2.3)

ACA

We can now define the concept of (infinite-volume) Gibbs measure.

Definition 2.2. The measure v is a Gibbs measure with interaction ¢ at inverse
temperature 3y if for all finite A C Z% and smooth Fa-measurable test functions
f, the so-called DLR equations are satisfied

[ tanytan) = [ [ an)vastden)vido), (2.4)

which means that the measure v, . is a regular version of the conditional prob-
ability v(dxs | zac = zac). One denotes by Gg,(¢) the set of such Gibbs
measures.
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2.2. Infinite-volume dynamics

On the path space Q = C(R4, R)Zd, endowed by the canonical sigma-field F,
we consider the infinite-dimensional diffusion defined as solution of the Stochas-
tic Differential Equation:

{ dXi(t) = dBi(t) + (- 3U' (X)) + Bbi(0.8, X)) dt, i€,

X(0) ~ v,

where (B;);cza is a sequence of real-valued independent Brownian motions, U
is a self-potential function, and the drift term of the i*" coordinate at time ¢,
b;([0,t], ), may possibly depend on the values of the other coordinates of the
process on the whole time interval [0,¢]. Thus the process X could be non-
Markov.

We denote by Q¥ the law of the solution of the SDE (2.5) (resp. Q* if the
initial condition is deterministic, i.e. v = d).

We now state the precise assumptions satisfied by the drift term.

(B1) The self-potential U : R — R is smooth and wultracontractive, in such a
way that the one-dimensional free dynamics

da(t) = dB(t) — %U’(x(t))dt (2.6)

generates a semi-group which maps L?(m) into L°°(m), where m is its
unique stationary probability measure: m(dx) = (1/2) exp{—U(z)}dz.

(B2) The space-time interaction is the product of a scalar intensity parameter
B with a functional b = (b;); on Q which is adapted and local in space
and time: There exists a finite neighborhood N' C Z? around 0 and a
finite memory-time ¢y > 0 such that for all i € Z%, w € Q, b;([0,t],w) =
bi(t, (wirn(s) 1t —to < s <t)).

(B3) The drift functional b is bounded, i.e. there exists b > 0 such that
sup sup sup |b; ([0, t],w)| < b.
i€24 wEN >0
The following theorem is the main result of our paper.

Theorem 2.1. Consider Q¥, the law of the infinite-dimensional SDE (2.5) with
a drift satisfying assumptions (B1)-(B3) and suppose that the initial distribu-
tion v is a Gibbs measure in Gg,(¢) where ¢ satisfies the strong summability
assumption (A1). There exists a bound 3y > 0 for the initial inverse temper-
ature and a bound 3 > 0 for the intensity of the space-time interaction such
that, if 0 < 3 < B and 0 < By < BO, for all t > 0 the time-evolved mea-
sure Q¥ o X (t)~! is a Gibbs measure w.r.t. some interaction ¢, which is then
absolutely summable.
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Corollary 2.1. The proof of the above Theorem 2.1 provides a constructive
way to obtain a solution of the SDE (2.5) at any time ¢ for small § as limit
(in terms of cluster expansions) of finite-dimensional approximations, whose
existence (and uniqueness) is ensured by the assumption (B3).

3. Proof

The dynamics we deal with are obtained by perturbing through the interac-
tion Gb a system of independently evolving components. The law on €2 of the
non-interacting system, also called the infinite-dimensional free system, corre-
sponding to 8 = 0 and the deterministic initial value = € de, is denoted by P*
and is the product law

P? = @ieza P

where P is the law on C'(Ry, R) of the one-dimensional SDE (2.6) with initial
condition z; € R. We denote by p:(x;,-) its density function at time ¢ with
respect to m:

B o X (1) (dyi) = pe(wi, yi) m(dys). (3.1)
3.1. A finite-dimensional approximation

As usual, we approximate the infinite-volume dynamics by a sequence of
finite-volume dynamics. Let A be a finite subset of Z¢, and define

Am={ieA:{i+ N} CA} (3.2)
its M-interior.
Let Q% denote the law of the finite-volume dynamics
dX;(t) = dB;(t) + (—%U’(Xi(t)) + ﬁb,»([o,t],X)) dt, ieA”,
dX;(t) = dB;(t) — %U’(Xi(t)) dt, i€ A\A", (3-3)
XA(O) = TA-.

It is a perturbation of the finite-volume free dynamics Py = ®;ea P}

3.2. Cluster expansion of the finite-dimensional density

First we expand the finite-volume density of the perturbed system w.r.t. the
free system.

Lemma 3.1. At any time t, Q% o X (t)~! is absolutely continuous with respect
to P o X(t)~! on R and its density is given by

_dQRo X ()"

fi(z,y) = W(Z/A) =Eprv [GXP(— > a0 (X))} (34)
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P[gf) 1l denotes the law of the bridge on [0,t] obtained by conditioning Py to be

at time 0 in x5 and at time ¢ in ya, and the functional W 4 |o 4 satisfies

_ 8% [ o . .
a0 (X ﬂ/ [0, 5], X)dB;(s)+ /b ([0,8], X)ds if Ji:A=N+i

otherwise
_ (3.5)
where the process B is defined as

t
- 1
Bi(t)(w) = wi(t) + 5 / U'(wi(s))ds.
0
Proof. By Girsanov’s Theorem,

t

i) =e( 3 (5 [ 00, X)aBi) - 5 [ 2000, 3005) )arg x)
0

1EA— 0
=t M, (X) dP{(X).
Let f be a bounded local function on RZ". Then

By (F(X(1)) = Epg (Maa(X)F(X(1)))
= [y, , (MaalOFCX0)) puloas a) mldyn)

= [ £y, , (M CX)pr(n,5a) md)

which leads to the desired result. O

Remark 3.1. The functional ¥ is not defined a priori on the whole path space
2, but only for w € Q' C Q for which the stochastic integral fot b; ([0, 8], w)dw;(s)
makes sense.

If we would assume the initial inverse temperature to be very small (i.e. Gy
vanishing), we could use the usual cluster expansion techniques with respect to
both By and 3 in space to obtain a perturbative result around the free stationary
case (0o = 8 = 0). As we would like to treat the more general case where (3
is not necessarily close to 0, we now develop a more involved space-time cluster
expansion technique, which allows us to control space and time simultaneously.
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In the following let us perform, for a fixed time t, the cluster expansion for
fh(z,y) w.r.t. the intensity 3 of the dynamical perturbation.

We decompose the time interval [0, t| into M subintervals I; := [jT, (j+1)T]
with length T = t/M, where T is a time-step length larger than the range ¢
of the time-memory of the drift b, in such a way that [jT — to, 5T + to] C
[(7 — )T, (5 + 1)T]. This latter condition is important to control the range of
the time interaction.

A temporal edge is a unit space-time pair of the form (i, ;) with i € Z¢ and
j € N. Its vertices are the points (i, jT) and (i, (j + 1)T) in Z¢ x Ry. A space
cluster 77, j € N is a finite collection of pairwise space-connected temporal
edges, that is 47/ = {(i1,1;),. .., (im, ;) } i1, ..., im € Z%, where the sequence
of subsets iy + N,io + N, -+, i, + N is connected:

(i1 +N)N (g +N) Dy (i1 + N) O (i + N) £ O

Two space clusters 'y{ and ’yg are called compatible if no temporal edge of the
first one is space-connected with any temporal edge of the other one.

A time cluster 7, i € 7%, is a finite collection of temporal edges of the follow-
ing type 7° = {(i,I;), ..., (i, Ij+)}, 4,7 € N. We call space-time cluster I' a non-
empty collection of space and time clusters of the form I' = {fy{l, RRRVER Tfl ey
77 }. The spatial support of T is the set denoted by [I'] of all vertices belonging
to the temporal edges which compose I'. We denote by [I']x; the set of all ver-
tices belonging to the temporal edges which compose I' except j = k and j = 1.
Two space-time clusters are called non-intersecting if their space clusters are
compatible and their time clusters are disjoint.

Proposition 3.1. There exist cluster weights Kf(z,y) indexed by space-time
clusters ' C A x [0,t], which depend on t, 3,z and y such that

f/t\(x7y) =1+ Z Z K%‘1<xvy)"'Kf‘v(‘T7y) (36)

veN* {Iy,....0,}

where the last summation is on all pairwise non-intersecting space-time clusters
I'; included in A x [0,¢].

Proof. For simplicity, write Wy, ; instead of Wy ar ;. We expand (3.4) decom-
posing the bridge Pj\cy[o 4 on the time interval [0,T] into a concatenation of
() G+ |

bridges of the form Py I,

fila,y) = EP/a\C,y[O,t] [exp( Z RENA ) (X))}

keA—

! () G+
M —
= // e-‘l’k,j(x) ® !)/ﬂ\ijjat J (d}:)
I, I II 0<j<M—1

7=0 keA—
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x H pr (J) (J+1)) ® m(dx§j+1))

i€A
iEA 0<j<M—2
0<j<M—2
[ IL [ I esoomis = o
keA—
+1 41
« H pr( mij)7w1('J )) i@\ m(dacgj ))
i€EA 0<j<M—2
0<j<M—2

where 2(9) := z € R* and (M) := y € R*. Now use

H e~ Yk (X) — H (14e X))

keA- keA-
n
Y XTI e
nZ ] =L (I e

where the last summation is over all pairwise compatible space clusters included
in A x [0,t].
On the other hand, for 20, ... 2 ¢ R,

M—2

HpT @), 260) = T[ (1 + pr(z9, 260V) 1)

7=0

=1+ Z H (pr(zD, 20T0) 1) (3.7)

T Ijer
:1+Z Z ﬁ H (pr(z@), 20Dy — 1)
p>1{r,...,pru=l1;€TY

where the summation on the second line is over all collections 7 of time intervals
of the type I; C [0, ] and the last summation on the third line is over all pairwise
disjoint collections of such consecutive time intervals. One obtains

M—-1

few= [ T [0+X X I I " -)
RIAI(M—1) T=0pia| 21y ARy L (k1))
(G=1) 5 () () pG+1)

X PX,I] (dX)PY, I; (dX)

<TI0+ X 1 I e a8 - 1) @ m(da?)

€A p>1 {T{;,...,T;}uzl Ietl 0<j<M—1

(3.8)
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—. 1+Z Z K}l(x,y)o..quﬂv(x,y)

v>1{Ty,..,,}

where the last summation is over all pairwise non-intersecting space-time clus-
ters ['; included in A x [0,t]. Therefore, for T' = {~v{',...,vJ*;7*,..., 7"}, the
cluster weight K. is defined by

l‘ y /H / H W (X) )PT(Jm 1i (Jm)(dX)PA(;m) (Jm+1)(dX>

m=1" geyim

xH I[I wr@?, 29 -1 & m(dz?) (3.9)

u= 11 criu (4,9)€[T]o,m
p .
/H Koo 11 220 1) @ m(da!)
u=1 " (i.3)€[TTo,m
IJGTu
with, for any 2 < j < M — 2,
-1) (J) 20 D
= [T ® - g pi 2 axors = ax)

kevi

and for the space-cluster v!, taking into account the fixed boundary condition
20 = ¢
REONE

D)
/ [T =1 o P77 (@X)F, " (dX0),
ieA ” !
kent
resp. for the space-cluster y»~! on the time interval I;_; = [t — T,t], taking
into account the fixed boundary condition (™) =y

2 (M=2)_(M—1) M-—1)

(

M 1 / H _\I'k M-1(X) _ ) ® Pt z; (dX )Pwi i(dX-)

’ i, In—2 i Inv—1 v
ke -1 €A

O

3.3. Cluster estimates

The next step is to estimate the cluster weights Kk (z,y), defined by (3.9),
as a function of the small parameter (.

Proposition 3.2. Let I' = {fy{ﬂ...,’yﬁﬂrf%...,7';”} be a space-time cluster.
There exists a function A(3) > 0 vanishing when 3 tends to 0 such that the
cluster weight K}{(z,y) is bounded uniformly in time and space as follows:

supsup |Kf (z,)| < A(3)! (3.10)
t>0 x,y
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where |T'|, the cardinality of ', is the total number of unit temporal edges which
compose T'.

Proof. To bound the cluster weights we need to interchange integration and
products in (3.9). Therefore we make use of the following inequalities, general-
izing Holder inequalities, see [17], Lemma 5.2.

Lemma 3.2. Let (u;).e, be a family of probability measures, each one defined
on a measurable space E, where the elements z belong to some finite set x. Let
(g9x)k be a family of functions on E, = X, E, such that each gy, is xj-local
for a certain xy C x in the sense that for all e € E\, gi(e) = gr(e}y, ), and let
(pr) be positive numbers such that, for all 2 € X, >}y, 5.3 1/pr < 1. Then

1/pk
‘/Hgk ®ZEX duz SH(/ ‘gk|pk zég))( dﬂ:z> . (311)
k
Ey k Ey,

We apply Lemma 3.2 with x := v/ + N, xx = k+ N, E, := C(R,,R),

L= (J') 2 (), G+
i Tk

g = e VR — 1,y = Pk L ®Pk I, and p; = 4|N| for all i. Since for
each ¢ € A, there are at most V] factors k such that ¥y ;(X) depends on X,
the assumption )7, 5, 1/(4|N]) < 1 is satisfied. We then obtain the upper
bound

; 21 3@ () G+ 1/4|N]
J < e—\I/k,j -1 4N ® P Ty dX,L Px7 T, dXZ
I kgf [/( ) ikt Bl (dXi) P, ()
=[] Kij(2V70,20),204), (3.12)
ke~i

Remark at this place that we especially used the space-locality of the interaction
b (assumption (B2)). Therefore

KL (z,y) / I ] KeeU0.20), 2040

m= 1k€,y.7m.
><H H (pr? 20 -1 ®  mdY).  (3.13)
u=1p erin . “ (4,9)€T]o, m

We apply once more Lemma 3.2 to bound the right hand side of (3.13) by

1/Ny
H H </KN1 G— 1) 2@ (3+1))®m(dx(j))>

m=1peyim
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p 1/Na
<11 (/ (@) 20) < 1 & m(aal?) )

2}
Ier

for any right choice of Ny, Ny satisfying 2|NV|/N; + 2/Ny < 1. Choose e.g.
N1 = 4N] and Ny = 4. In the two next lemmas we will show that the first
integral describing the spatial interaction (resp. the second integral describing
the time interaction) is bounded uniformly in ¢, and y by a function C;(f)

(resp. by C2(3)), which leads to
\KL(z,y)| < C1(B)Zm M 10y (8)Zw 17"l < max(Cy, Ca)(B)Xm o H 7|
(3.14)
which yields the claim (3.10) with A(8) := max(C1, Cs)(5). O

In the next lemma we prove appropriate upper bounds for the spatial in-
teraction, that is for the integral of K, treating first the case where the space
cluster 77/ does not contain any boundary temporal edge, that is j # 0 and

J# M.
Lemma 3.3. Let j = 1,...,M — 1. There exists a positive real number C;

depending only on 8 (and uniform in t,x,y, k and j), vanishing when 3 goes to
0, such that the following upper bound holds

/K‘*‘M L2 2UtDY @,cp e m(dz)) < €y (B)*V1, (3.15)
Proof. Let us fix k. Then

/ K (@00, 2@ 20Dy @, pr m(da?)

(-1 ,.0) () (J+1)
< [ flema -yt o P ) Py ax)
i€k+. T

X m(dxl(-jfl))m(dxl(-j))m(dxl(-jﬂ))

=Ep, ((e—‘l’k,j(X) — 1)4|N\)).

We remark that, for any ¢ € R,

1

(e¢ — 1)V = 4IN</ ugdu)“w'

1
— C4|N‘ / /exp{ ul + ...+ U4‘N|)C}d’u,1 .. dU4|_/\[‘
0

o
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Hence

Ep, ((e—\Ilk,j(X)_l)4|N\)) _ / ]EPA(\Iji\,?qe—(m-‘r...-i-mww)\Ilk,j)dul ...d’LL4|N|.

[0,1]41V]
The expectation above can be written as

0

S Era(e”7)

b
z:u1+...+u4‘N‘

the 4|\|""-derivative of the Laplace transform L of the functional ¥y, ; at z =
uy + ... +uy |- Let us analyse L:

L(2) = Bp, (¢==%)
_Ep, (exp [zﬁ / b ([0, 5], X)dBy(s) — 22 / bi([o,sLX)ds}

X exp {z(z - ;)52/bi([0,s],X)ds]>

J

< B2 (ex 220 / (s, X008 () — B [ 13(s x0as] )

2

J J

x Ef? (exp [z(zz - 1)52/b§([0, s],X)dsD

J

=EJ’ (exp [z(zz - 1)52/b§([0, ], X)dsD

j
due to the Py-martingale property of

t ,
t > exp {ZZﬁ/bk([O,s],X)dBk(s) - @/bﬁ([o, s],X)ds}
JjT Jjr
To bound not only L but its derivatives, we extend it to the complex plane and

notice that 5 A

Fan L)) = sup [L(C)] (3.16)

PN (ceciicz1=p)

as soon as L is well defined on B(z,p) ={¢ € C: | — z| < p}. On B(z,p) one
has

exp [c@c v | bi([o,sLX)ds]
1

< oxp [Re@c? -0 [ 0.5, X)ds}
I
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< exp [300)? [ 200,51 )5
I

exp(3(pﬁ)2T52).

Therefore (3.16) becomes |(9/0z*V) L(z)| < (4IN]1)/(p*™1) exp(3(0B8)*T5?).
We minimize the r.h.s. choosing p? = (2|N|)/(3T3%b?). Thus

IN

L(z)| < e (8°T)*™]

e

where c is a positive constant depending only on b and |A/|. Taking the time
step T of the order of 1/3, this leads to the desired inequality (3.15) with

C1(B) = e/B. m

Let us add a short comment how to compute a similar upper bound in the
case of j = 0 (resp. in the case j = M, in a symmetric way). In that case the
spatial support of the cluster 4° (resp. v™) contains the vertex = (resp. y). In
that case one space boundary is fixed (equal to = or y) and we have to control
integrals of the type

e
[ [ mo0-1 i o P @ mds) = B (e v 0-1)1)).
i€k+ ’

We then can use the same arguments as in Lemma 3.3, that is identify an
exponential martingale and make use of the boundedness of the drift b.

To estimate the time-interaction upper bound Cy appearing in (3.14), i.e. the
fourth moment of the transition kernel p; of the one-dimensional free dynamics,
we also have to distinguish between different types of time clusters composing
the space-time cluster I': those containing a boundary temporal edge Iy or Is
and the other time clusters. The next lemma provides an upper bound in that
latter case.

Lemma 3.4. There exists positive constants ', ¢’ depending only on the self
potential U such that

([tuste.) - Dimiazmean) " < e @an)

Proof. First
[ere.2) = Dim@zm@s) < [ et = 1l m(d2ym(a)

= llpr(,) = Ulz~-
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Now, under the ultracontractivity assumption (B1) on the self-interaction U,
one has a uniform exponential convergence of pr to 1 (see e.g. the details of the
proof in the appendix of [4]). Moreover the rate of convergence is equal to the
spectral gap of pr. Thus

3¢, > 09T >0, |pr(-) —1|te < e T (3.18)

where ¢” is the spectral gap of (p;);. We obtain the claim (3.17) taking T = 1/p.
O

When the time cluster 7 composing I' contains the boundary temporal edge
Iy (resp. Ipr—1) one has to estimate the simple integral [(pr(z,z) — 1)*m(dz)
(resp. [(pr(z,y) — 1)*m(dz) ) instead of the above double integration (3.17)
under m ® m. It vanishes with an exponential rate uniformly in z and y when
T tends to infinity. Therefore one can take in (3.14) the upper bound Cs(5) :=

¢ exp{—¢"/}.

3.4. Cluster expansion and estimates of the logarithm of the finite-
dimensional density

To complete Proposition 3.1 we are now computing an expansion of the
logarithm of the density at time ¢ of the finite-dimensional SDE (3.3).

Proposition 3.3. For 8 small enough, the logarithm of the Radon — Nikodym
derivative (3.4) expands as log f} (z,y) = — > Acp Ph(z,y) with

Oh(wy) =Y. Y C@y,... . T)K™¥(Ty)--K™(T,)  (3.19)
n>0 {15, I'n}
Tr(ly,....,T'p)=A
where the second sum runs over all collections of disjoint space-time clusters
such that their union is connected and C(T'1,...,T,,) are purely combinatorial
coefficients independent of x and y.

Proof. We already know that the density function (3.4) decomposes as

falz,y) = Epry | [eXP<— > Uao (X))}7

ACA

which expands as in (3.6) with cluster weights of the form Kf(z,y). We now
use the Kotecky and Preiss criterion proven in [14] to derive an expansion of
its logarithm. Let I' be a space-time cluster. We say that another space-time
cluster I is incompatible with T if their associated supports intersect, and we
denote this property by the symbol I = I'V. Take now [ small enough such that

for 8 < B,
sup sup Z \wa(a:,y)\e‘r,l""log(‘rll)( < Z |F/|(A(ﬂ)€)‘rll) <T7. (3.20)

z,y€R >0 ¢, I/l
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So, following assertion (2) in [14] the logarithm of f}(z,y) is expandable, and
the following holds:

In(fi(z,y) =Y > C1,...,TR)K™(Ty)-...-K"¥(Ty,).  (3.21)

n>0T1,....Tp

The second sum runs over collections of compatible space-time clusters such
that their union is connected and C(I'y,...,I;,,) are combinatorial coefficients
coming from the Taylor expansion. Let us now order the space-time clusters
in terms of their spatial projections, which are subsets of A: If T'r denotes the
projection on the spatial support we rewrite (3.21) as — >, -, ®4 (z,y) where
P!, is an interaction function given by (3.19).

Moreover ® is Fa x Fa-measurable since the cluster weights KX%¥(T") de-
pend on x on supp(I') N (Z¢ x {0}) and on y on supp(I') N (Z¢ x {t}) whose
traces are included in A. |

Moreover, Kotecky and Preiss provide a useful estimate of the convergence
rate of the interaction function ®% in terms of A, see inequality (4) in [14]:

Lemma 3.5. The function @', satisfies

lim sup su Al = 1)||® =0. 3.22
fngsup sup 312~ 1241 (3.2

Proof. Indeed Kotecky and Preiss proved the following bound for the interaction
function:

sup sup Y (|A] = 1)[| @4 | < 1.
i€Zd t>0 Asi

Therefore, since the sum on A converges uniformly in ¢ and ¢, we can interchange
the limit in § and the summation over A to obtain the desired result (3.22). O

3.5. Gibbsianness of the double-layer measure and Kozlov’s represen-
tation theorem

The rest of the proof of Theorem 2.1 follows the same structure as Steps 2
and 3 of [5], Section 4, in which the drift b is Markov and gradient. Nevertheless,
to make our paper self-contained, we sketch the main arguments without giving
as much detail. The time-evolved measure we are interested in, Q” o X (t)~1, is
indeed a v-mixture of the measures Q o X (t)~! whose approximating densities
are fi(x,-). Therefore, in order to prove the Gibbsianness of Q¥ o X (¢)~!, we
will prove as an intermediate step, the Gibbsianness of the so-called double-layer
measure (or measure on the bi-space) Q" := Q¥ o (X (0), X (t))~! defined on the
space RZ"x{0:t},
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Lemma 3.6. Let v € Gg,(¢), where the interaction ¢ satisfies (Al). There
exist an upper bound By > 0 for the initial inverse temperature and an upper
bound 3 > 0 for the intensity of the dynamical interaction such that, for 3y < o
and 3 < 3, the measure Q" is a Gibbs measure on the bi-space RZ>X{0:t} w r¢.
the a priori measure m ® m with an interaction associated to the Hamiltonian

Haan(z,y) = ha — Z log(pe (i, yi)) + Z DY (z,y) (3.23)
iEAUA/ ACZAAN(AUA’)#D

where h is the Hamiltonian function derived from ¢ and (A, A’) is short for

(A {0}) U (A" x {t}).

Proof. Since the interaction ¢ of the initial Gibbs measure satisfies (A1), there
exists By > 0 such that for 5y < Bo,

Bo sup > (|A] = 1)[|¢allec < 1. (3.24)

ic7d
i€EZL A>i

This assumption implies Dobrushin’s uniqueness condition, as is proved e.g.
in [8], Proposition (8.8). In particular, for By < By, Gs,(¢) contains as unique
element v, which can be approximated e.g. by the sequence of finite-volume
Gibbs measure vy with free boundary condition.

Since the sequence Q* converges towards Q¥ when A increases to Z4, their
joint projection at times 0 and ¢ converges towards Q" := Q¥ o (X(0), X (¢))~!
on RZ*>{0:t}, Q" is Gibbs with respect to the a priori measure m(dz,dy) =
pe(x, y)m(dx)m(dy) and with interaction

Ua(z,y) = dalz) + Oy (z,y), =,y e R AcCz (3.25)

It follows now from (3.24) and (3.25) that there exists a bound 3 for the in-
tensity of the dynamical interaction such that, for any 3 < /3, the Dobrushin’s
uniqueness assumption is satisfied for ¥ on the bi-space. Therefore Q" is the
unique Gibbs measure on the bi-space associated to the interaction (3.25) or,
equivalently, the unique Gibbs measure associated to the Hamiltonian (3.23)
and the a priori measure m ® m. O

Now the measure Q" can be easily desintegrated in a Gibbsian way w.r.t.
the finite-dimensional projections at time ¢, Q(- | Xp<(t) = yac), which are
defined for a.e. y.

Lemma 3.7. Fix a finite set A C Z%. Denote by Q"Y*° the conditional law
of Qo (X(0),X(t)"* given {Xac(t) = yac}. Q"Y2° is a Gibbs measure on
REX{ONUAX{EY) with reference measure m and Hamiltonian HYA* defined by

HYX oy (@, 20) = Hia, an (2, 2a980), - (A, A7) CZ9 x A (3.26)
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Furthermore Q”Y*° can be decoupled as follows

Q¥ (dx,dzp) = ZyAL Hpt Ti, 2;) exp( Z @%(x,szAc))

€A ANA#D
PN (dza) QV¥r (da)

where Qva° (dx) is the unique Gibbs measure on RZ" defined by the interaction
®Yac given by

e
PR
Indeed, due to the estimates already obtained, it is straightforward to show
that, for 8 small enough, the interaction ®¥2° satisfies Dobrushin’s uniqueness

condition uniformly in y and in A, as a perturbation of the initial interaction,
see [5], Lemma 10 and Lemma 11.

i(2) — Ngieney log(pe(zi,vi)), i€ A

3.27
A@) — Tamaco®h (2 48) A € 70, Az 2. O

¢
¢

Lemma 3.8. The conditional law of Q" o X (t)~! given {Xa¢(t) = yac} admits
a density w.r.t. m®A(dzA) given by

957 (20) zw / [T petwsz)exp(~ > @, zayac) ) Q" (da).
Rzd i€A ANA#£D
(3.28)
Moreover this density is bounded from below and from above uniformly iny and

t,zpc t,2he
t, and it is quasilocal, i.e. ima _zasup, .., |95 (24) — gAZA ()| =0.
Boundedness and quasilocality of g tyac allow to apply Kozlov’s representation
(Theorem 2 in [15]) which insures the existence of an (absolute summable)
interaction ¢? for Q* o X (¢)~!

3.6. Additional remarks
3.6.1. Direct applications

In this section we give some concrete examples for which the assumptions
(B1)-(B3) on U and b are satisfied, and thus Theorem 2.1 and Corollary 2.1
hold true.

Recall first some sufficient conditions which imply the ultracontractivity of
the one-dimensional free dynamics (2.6), assumption (B1):

(1) Hi?infU”(x) >0, (2) 3Cst. U” —%



Propagation of Gibbsianness for infinite-dimensional diffusions 671

1
3) dM >0 s.t. ——dx < 4o00.
¥ | watet
|z|>M
Properties (1) and (2) ensure the existence of a unique strong solution to the
SDE (2.6) and the existence of a unique invariant probability measure, whereas

property (3) ensures the ultracontractivity of the associated semigroup, see [12].

Example 3.1 (Markovian case). Let U satisfy above assumptions (1)—(3)
and b be a Markovian finite-range bounded drift. It thus satisfies (B2) and
(B3). This case includes the one treated in [5].

Example 3.2 (Stochastic resonance). One can generalize the free dynamics
in such a way that it remains Markovian but is no more time-homogeneous,
introducing an external periodic signal in the dynamics (2.6). These models are
used to describe the so-called stochastic resonance effect, see e.g. [2,11,26]. So,
let us consider as concrete example the following dynamics

dx(t) = dB(t) — %(x?’(t) —a(t) - Asin(t))dt, (3.29)

where the drift derives from a time-independent potential given by U(zx) :=
2% /4 — 22 /2 together with a bounded time-periodic forcing with amplitude A >
0. In that case properties (1)—(3) are satisfied.

Example 3.3 (Free dynamics with delay). One can generalize the free dy-
namics introducing a delayed feedback. It then becomes non-Markovian. The
over-damped particle motion in the double-well quartic potential as introduced

in [19] furnishes such an example: dz(t) = dB(t)—3 <x3(t) —xz(t) —ax(t—t0)> dt,
where a > 0 is the strength of the feedback.

The following examples are non-Markovian since they include a time memory.

Example 3.4 (Independent dynamics with time memory).
Let U satisfy (1)—(3). We define the drift by

Iy e(s) f(wils))ds if t < to,
t .

ft,to e(s)f(wi(s))ds if t > to,

where f : R — R is a measurable bounded function and the time-memory

function € : [0,00) — R is assumed to be integrable. This kind of drift b is
non-Markovian since it depends on a finite time window with length ¢g.

b;([0,t],w) := { (3.30)

Example 3.5 (Interaction with finite extent in space and time).
Let U satisfy (1)-(3). Fix to > 0 and define the drift by

fg a;(t — s,w(s))dVs if t < ¢,

3.31
fttfto a;(t — s,w(s))dVs if ¢t > to, (3.31)

bi([0,t],w) := {
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where the bounded variation integrator Vs can be deterministic or stochastic and
adapted. The functions «; are bounded and spatially local: a; (-, z) = a;(-, 2x).
Therefore b depends on a finite time window with length ¢q.

3.6.2. Planar rotors

In this section we would like to discuss how the above result for propagation
of Gibbsianness can be adapted to planar rotors diffusions with non-Markovian
drift. It leads to a generalization of the conservation results presented in [25],
where the authors considered Markovian dynamics.

Let us first introduce the setting. Take now SZ* as configuration space
where S is the unit circle, which we can identify with the space interval [0, 27)
where 0 and 27 are considered to be the same points. We consider the solution
X® = (X2(t))t>0.icza of the following infinite system of Stochastic Differential
Equations B

XO0) (3.32)

{ dXO(t) = dB®(t) + B b:([0, 1], X®)dt, i€ 74,
on the path space Qg := C’(R+,S)Zd endowed by the canonical sigma-field F.
(BY (t))t>0.icze is a sequence of independent Brownian motions living on the
circle S and the drift term of the i*" coordinate, again denoted by b;(t,-), can
depend on the values of the other coordinates on the whole time-interval [0, ¢].
Furthermore v is supposed to be a suitable initial Gibbs measure. Let Q¥ denote
the law of the solution of the SDE (3.32) with initial measure v.

In the following let us present our assumptions.

The interaction defining the initial Gibbs measure is supposed to be strong
summable, that is it satisfies (A1). In the framework of planar rotors, since S is
compact, the class of such interactions is indeed much larger than for unbounded
spins.

The circle is the simplest compact manifold, hence we get immediately the
ultracontractivity of the semigroup associated to the free dynamics, see for
example [9] Theorem 3.3 and exercise 3.8.

We assume that the space-time interactions b; are local in space and time
and bounded, that is they satisfy assumptions (B2) and (B3).

Then we can formulate our result in the context of planar rotors. Its proof
follows the same steps as in Sections 3.1-3.5, hence we will not repeat it here.

Theorem 3.1. Consider Q¥, the law of the infinite-dimensional SDE (3.32)
with a drift satisfying assumptions (B2) and (B3) and suppose that the initial
distribution v is a Gibbs measure in Gg,(¢) where ¢ satisfies the strong summa-
bility assumption (Al). There exists a bound 3y > 0 for the initial inverse
temperature and a bound (3 > 0 for the intensity of the space-time interaction
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such that, if 0 < g < B and 0 < Gy < BO, for all t > 0 the time-evolved mea-
sure Q¥ o X (t)~! is a Gibbs measure w.r.t. some interaction ¢!, which is then
absolutely summable.

Corollary 3.1. The proof of the above Theorem 3.1 provides a constructive
way to obtain a solution of the SDE (3.32) at any time t for small 8 as limit
(in terms of cluster expansions) of finite-dimensional approximations, whose
existence (and uniqueness) is ensured by the assumption (B3).
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