
Basic properties of vector bundles

The following text is based to a very large extent on a chapter of lecture notes on dif-
ferential geometry [1] by Prof. Dr. Christian Bär. For an introduction to these topics see
also the books by Conlon [3] or Lee [4].

Andreas Hermann, October 2017

1 Vector bundles

De�nition. Let K = R or C. Let E and M be di�erentiable manifolds. A smooth
surjective map π: E →M is called a real or a complex vector bundle of rank N if

(i) for all p ∈ M the �ber Ep := π−1(p) has a structure of N-dimensional K-vector
space and

(ii) there exist an open covering U of M and di�eomorphisms

Φα : Uα ×KN → π−1(Uα), Uα ∈ U ,

such that for all α we have π ◦ Φα = prUα and for all a, b ∈ K and all v, w ∈ KN

Φα(p, av + bw) = aΦα(p, v) + bΦα(p, w).

Remark. Since Φα is a di�eomorphism the restriction {p} × KN Φα→ Ep is bijective and
thus is an isomorphism of vector spaces.

De�nition. E is called the total space, M is called the base space and π is called the
projection map. The maps Φα are called local trivializations.

Example. (1) The trivial vector bundle. E = M × KN and π = prM . We get a global
trivialization by putting Uα = M and Φα = id.

(2) The tangent bundle. E = TM := ∪p∈MTpM . Let xα: Uα → Vα ⊂ Rn be a chart of M
and put

Φα : Uα × Rn → π−1(Uα) = ∪p∈UαTpM

(p, v) 7→
n∑
i=1

vi
∂

∂xi

∣∣∣
p
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(3) The Möbius band. De�ne F : [0, 2π]× (−1, 1)→ R3 by

F (u, v) :=

(1 + v
2

cos(u
2
)) cos(u)

(1 + v
2

cos(u
2
)) sin(u)

v
2

sin(u
2
)

 .

De�ne E := Im(F ) and M := {F (u, 0) | u ∈ [0, 2π]}. Then M is di�eomorphic to
the unit circle S1 and π: E → M , π(F (u, v)) := F (u, 0) is a real vector bundle of
rank 1, since the �ber (−1, 1) over every point of S1 is di�eomorphic to R.

De�nition. A vector bundle of rank 1 is also called a line bundle.

De�nition. A vector subbundle of a vector bundle E is a submanifold Ẽ ⊂ E such that
π|Ẽ: Ẽ →M is a vector bundle. In particular for all p ∈M the �ber Ẽp ⊂ Ep is a vector
subspace.

Example. Let M be a di�erentiable manifold and let S ⊂M be a submanifold. Then TS
is a vector subbundle of TM .

De�nition. Let π: E → M and π̃: Ẽ → M̃ be two K-vector bundles. A vector bundle
homomorphism F over f consists of two smooth maps F : E → Ẽ and f : M → M̃ such
that the diagram

E
F //

π
��

Ẽ

π̃
��

M̃
f // M̃

commutes and for all p ∈M the map F |Ep: Ep → Ẽf(p) is a vector space homomorphism.

Example. (1) E = M × KN , Ẽ = M̃ × KÑ . Let ϕ: M → Mat(N × Ñ ,K) be smooth
and f : M → M̃ be smooth. Then

F : E → Ẽ, F (p, v) := (f(p), ϕ(p) · v)

is a vector bundle homomorphism over f .

(2) If f : M → M̃ is smooth, then df : TM → TM̃ is a vector bundle homomorphism
over f .

De�nition. Let π: E →M be a vector bundle. A section of E is a map s: M → E such
that π ◦ s = idM .

Example. • The sections of the tangent bundle of M are the vector �elds on M .

• Sections of the trivial bundle M ×KN have the form

s(p) = (p, ϕ(p))

where ϕ: M → KN is smooth.
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De�nition. A vector bundle homomorphism F over f is called a vector bundle isomor-
phism if F and f are di�eomorphisms.
Two vector bundles π: E →M and π̃: Ẽ → M̃ are called isomorphic if there is a vector
bundle isomorphism E → Ẽ.
We say that a vector bundle is trivial if it is isomorphic to the trivial vector bundle.
M ×KN .

Lemma 1.1. A vector bundle π: E →M of rank N is trivial if and only if there exist N
smooth sections s1, ..., sN of E such that for every p ∈M the vectors s1(p), ..., sN(p) form
a basis of Ep.

Proof. �⇒" Let π: E → M be trivial and let Φ: E → M × KN be a vector bundle
isomorphism. Let e1, ..., eN be a basis of KN . Put sj(p) := Φ−1(p, ej), j = 1, ..., N .
�⇐" Assume that s1, ..., sN form a basis everywhere. De�ne Φ−1: M ×KN → E by

Φ−1(p, v) :=
N∑
j=1

vj · sj(p).

Example. Is the vector bundle TM →M trivial? The answer depends on M .

• TS1 is trivial since

s(x, y) := (−y, x)t, (x, y) ∈ S1 ⊂ R2

gives a basis of every T(x,y)S
1.

• By the hairy ball theorem every smooth vector �eld on S2 vanishes somewhere.
Therefore TS2 is not trivial.

Algebraic constructions for vector bundles

Whitney sum of two vector bundles

Let π1: E1 →M and π2: E2 →M be two vector bundles. Put E := ∪p∈ME1,p⊕E2,p and
π: E →M such that

π(E1,p ⊕ E2,p︸ ︷︷ ︸
=Ep

) = {p}.

It remains to de�ne a topology and a di�erentiable structure on E such that π is smooth
and such that there exist local trivializations with respect to the natural vector space
structure on Ep.
To this end let x: U → V ⊂ Rn be a chart of M . After possibly replacing U by an open
subset of U there exist local trivializations

Φ1 : U ×Kn1 → π−1
1 (U) and

Φ2 : U ×Kn2 → π−1
2 (U).
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De�ne π: U × (Kn−1 ⊕Kn2)→ π−1(U) by

Φ(p, v ⊕ w) := Φ1(p, v)︸ ︷︷ ︸
∈E1,p

⊕Φ2(p, w)︸ ︷︷ ︸
∈E2,p

.

De�ne ϕ: π−1(U)→ V × (Kn1 ⊕Kn2)
open

⊂

{
Rn+n1+n2 , K = R
Rn+2n1+2n2 , K = C

by

ϕ(q) := (x× id)(Φ−1(q)).

The map ϕ is bijective. One checks that the set

A :=

{
ϕ : π−1(U)→ V × (Kn1 ⊕Kn2)

∣∣∣∣∣
x : U → V chart of M,
Φi : U → Kni → π−1

i (U) local triviali-
zations of Ei, i = 1, 2

}

satis�es the conditions of Theorem 1.1.10 in [2]. By this theorem and by the propositions
following it there is a unique topology and a unique di�erentiable structure on E such
that the subsets π−1(U) ⊂ E are open and the maps ϕ are charts of E. Then the maps Φ
are di�eomorphisms and hence local trivializations of E. The vector bundle E := E1⊕E2

is called the Whitney sum of E1 and E2.
In an analogous way one constructs the following vector bundles over M :

(1) Tensor bundle. E1 ⊗ E2 := ∪p∈ME1,p ⊗ E2,p

(2) Dual bundle. E∗ := ∪p∈ME∗p

(3) Exterior product bundle.
∧k E := ∪p∈M

∧k Ep

(4) Homomorphism bundle. Hom(E1, E2) := E∗1 ⊗ E2

(5) Quotient bundle. Let Ẽ ⊂ E be a vector subbundle. De�ne E/Ẽ := ∪p∈MEp/Ẽp.

Example. • T ∗M := TM∗ is called the cotangent bundle of M .
If x: U → V is a chart of M , then for p ∈ U the linear forms dx1|p, ..., dxn|p form
a basis of T ∗pM . The map

Φ : U × Rn → π−1(U) = ∪p∈UT ∗pM

(p, ω) 7→
n∑
i=1

ωidx
i|p

is a local trivialization of T ∗M .

•
∧k T ∗M , k = 0, 1, .., n. If x: U → V is a chart of M , then for p ∈ U the vectors

dxi1 |p ∧ ... ∧ dxik |p ∈ ∧kT ∗pM, 1 ≤ i1 < ... < ik ≤ n,

form a basis of
∧k T ∗pM . The sections of this bundle are called di�erential k-forms

or di�erential forms of degree k on M .
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• TM ⊗ ...⊗ TM︸ ︷︷ ︸
r times

⊗T ∗M ⊗ ...⊗ T ∗M︸ ︷︷ ︸
s times

.

The sections of this bundle are called (r, s)-tensor �elds on M .

geometric object is a section of

vector �eld TM
semi-Riemannian metric T ∗M ⊗ T ∗M
Riemann curvature tensor

R(·, ·)· T ∗M ⊗ T ∗M ⊗ T ∗M ⊗ TM
g(R(·, ·)·, ·) T ∗M ⊗ T ∗M ⊗ T ∗M ⊗ T ∗M

Ricci curvature
ric T ∗M ⊗ T ∗M
Ric T ∗M ⊗ TM

scalar curvature trivial line bundle

Restriction and pullback

Let S ⊂M be a submanifold, let π: E →M be a vector bundle. De�ne

E|S :=
⋃
p∈S

Ep = π−1(S) and πS := π|E|S : E|S → S.

Then E|S is a vector bundle over S and is called the restriction of E to S.

Example. Let (M, g) be a semi-Riemannian manifold and let S ⊂M be a semi-Riemannian
submanifold. For p ∈ S de�ne

NpS := {y ∈ TpM | g(y, z) = 0 for all z ∈ TpS}.

Then NS := ∪p∈SNpS is a vector bundle over S and is called the normal bundle of S
in M . Obviously we have

TM |S = TS ⊕NS.

Remark. The normal bundle NS may also be de�ned without using a semi-Riemannian
metric. Namely put

NS := (TM |S)/TS.

But then NS is not a vector subbundle of TM |S.

Let S,M be di�erentiable manifolds and let f : S →M be a smooth map. Let π: E →M
be a vector bundle. Put

f ∗E :=
⋃
p∈S

({p} × Ef(p)︸ ︷︷ ︸
=(f∗E)p

)

and de�ne π̃: f ∗E → S by π̃(p, v) := p. Then π̃: f ∗E → S is a vector bundle over S and
is called the pullback bundle of π: E →M .

Remark. Let S ⊂ M be a submanifold and let π: E → M be a vector bundle. The
restriction E|S is isomorphic to the pullback bundle f ∗E, where f : S →M is the inclusion
map.
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Local trivializations of f ∗E are obtained as follows:
Let U ⊂ M be an open subset and let Φ: U × KN → π−1(U) be a local trivialization
of E. Let Ũ ⊂ S be an open subset with Ũ ⊂ f−1(U). Put

Φ̃ : Ũ ×KN → π̃−1(U)

Φ̃(p, v) := (p,Φ(f(p), v)).

Using Theorem 1.1.10 in [2] one obtains a topology and a di�erentiable structure on f ∗E
such that the maps Φ̃ are local trivializations of f ∗E.

Example. Let f : S →M be a smooth map. The sections of f ∗TM → S are exactly the
vector �elds along f .

2 Metrics and connections on vector bundles

De�nition. Let E → M be a R-vector bundle. A Riemannian metric on E is a smooth
section g of E∗ ⊗ E∗ →M , such that for all p ∈M

g(p) ∈ (E∗ ⊗ E∗)p = E∗p ⊗ E∗p ∼= {bilinear forms on Ep}

is symmetric and positive de�nite. A real vector bundle with a Riemannian metric g is
called a Riemannian vector bundle.

Proposition 2.1. On every real vector bundle there exists a Riemannian metric.

Proof. (a) We �rst assume that the vector bundle E →M is trivial. Let Φ: M×RN → E
be a global trivialization. For p ∈ M and v, w ∈ Ep write Φ−1(v) = (p, x) and
Φ−1(w) = (p, y) with x, y ∈ RN . In order to de�ne a Riemannian metric on E we use
the standard Euclidean scalar product 〈·, ·〉 on RN and de�ne

g(p)(v, w) := 〈x, y〉.

(b) Let E → M be a vector bundle that is not necessarily trivial. There exists an open
covering {Uα} ofM and local trivializations Φα: Uα×RN → π−1(Uα) (In other words:
the restrictions E|Uα are trivial vector bundles. This is expressed by saying that every
vector bundle is locally trivial).
Let {ϕα} be a partition of unity subordinate to the open covering {Uα}, i. e.ϕα:
M → R is smooth, 0 ≤ ϕα ≤ 1,

∑
α ϕα = 1, for every p ∈ M we have ϕα(p) 6= 0 for

only �nitely many α and supp(ϕα) ⊂ Uα.
By part (a) we know that there exist Riemannian metrics gα on E|Uα . For p ∈M we
put

g(p) :=
∑
α

ϕα(p) · gα(p).

Note that ϕα · gα is de�ned on all of M (identically 0 on M \ Uα) and is smooth.
Furthermore g(p) is a symmetric bilinear form on Ep and moreover it is positive
de�nite since for all v 6= 0 we have

g(p)(v, v) =
∑
α

ϕα(p)gα(p)(v, v) > 0
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since ϕα(p)gα(p)(v, v) ≥ 0 for all α and > 0 for some of the α.

Remark. Riemannian metrics on vector bundles E,F → M induce canonical Rieman-
nian metrics on E∗,

∧k E, E⊕F , E⊗F and E/F (in case F ⊂ E is a vector subbundle).

Let V,W be �nite dimensional Euclidean vector spaces with orthonormal bases v1, ..., vn
and w1, ..., wm respectively. Then there exist Euclidean scalar products

on V ∗
∧k V V ⊕W V ⊗W

with orthonor- v∗1, ..., v
∗
n vi1 ∧ ... ∧ vik , v1, ..., vn, vi ⊗ wj,

mal basis dual basis 1 ≤ i1 < ... < ik ≤ n w1, ..., wm 1 ≤ i ≤ n, 1 ≤ j ≤ m
dimension n

(
n
k

)
n+m n ·m

In case W ⊂ V and vj = wj for j = 1, ...,m there is a Euclidean scalar product on V/W
such that [vm+1], ..., [vn] form an orthonormal basis of V/W .
On the pullback bundle f ∗E of a Riemannian vector bundle E we obtain the Riemannian
metric

gf
∗E(p) := gE(f(p)).

De�nition. Let E →M be a K-vector bundle. A connection on E is a map

∇ : C∞(M,TM)× C∞(M,E)→ C∞(M,E), (X, s) 7→ ∇Xs,

such that the following holds:

(i) For all s ∈ C∞(M,E), X1, X2 ∈ C∞(M,TM), f1, f2 ∈ C∞(M):

∇f1X1+f2X2s = f1∇X1s+ f2∇X2s.

(ii) For all s1, s2 ∈ C∞(M,E) and X ∈ C∞(M,TM):

∇X(s1 + s2) = ∇Xs1 +∇Xs2.

(iii) For all s ∈ C∞(M,E), X ∈ C∞(M,TM) and f ∈ C∞(M):

∇X(f · s) = ∂Xf · s+ f · ∇Xs.

Remark. If ∇ is a connection on E, then the map (X, s) 7→ ∇Xs is C
∞(M)-linear in X

and R-linear in s. Thus ∇ can be considered as a map

∇ : C∞(E)→ C∞(T ∗M ⊗ E).

De�nition. Let E → M be an R-vector bundle with a Riemannian metric g. A connec-
tion ∇ on E is called a metric connection if we have

(iv) For all X ∈ C∞(M,TM) and s1, s2 ∈ C∞(M,E):

∂Xg(s1, s2) = g(∇Xs1, s2) + g(s1,∇Xs2).

7



Proposition 2.2. Let E →M be a Riemannian vector bundle. Then there exists a metric
connection on E.

Proof. (a) Again, we �rst assume that E is trivial. By Lemma 1.1 there exist smooth
sections s1, ..., sN ∈ C∞(M,E) such that for all p the vectors s1(p), ..., sN(p) form
a basis of Ep. By the Gram-Schmidt process we obtain e1, ..., eN ∈ C∞(M,E) that
form an orthonormal basis at every point. We de�ne ∇ by

∇X

( N∑
i=1

fiei

)
:=

N∑
i=1

∂Xfi · ei.

One checks that ∇ satis�es (i) − (iii) and thus is a connection on E. Moreover let
s1 =

∑N
i=1 fiei, s2 =

∑N
j=1 hjej. Then we have

∂Xg(s1, s2) = ∂X

( N∑
i,j=1

fihj

=δij︷ ︸︸ ︷
g(ei, ej)

)
= ∂X

( N∑
i=1

fihi

)
=

N∑
i=1

∂Xfi · hi +
N∑
i=1

fi · ∂Xhi

On the other hand we have

g(∇Xs1, s2) = g
( N∑
i=1

∂Xfi · ei,
N∑
j=1

hjej

)
=

N∑
i,j=1

∂Xfi · hj · g(ei, ej)

=
N∑
i=1

∂Xfi · hi

and in the same way one obtains g(s1,∇Xs2) =
∑N

i=1 fi · ∂Xhi. Therefore ∇ is a
metric connection.

(b) Now let E be not necessarily trivial. Let {Uα} be an open covering of M such that
for every α the restriction E|Uα is trivial. Then for every α there exists a metric
connection α∇ on E|Uα by part (a). Let {ϕα} be a partition of unity subordinate to
the open covering {Uα}. For X ∈ TpM and s ∈ C∞p (E) we put

∇Xs :=
∑
α

ϕα · α∇Xs.

Then ∇ does the job.

8



De�nition. A Riemannian metric on TM is called torsion free if for every local coordi-
nate system x1, ..., xn of M we have

∇∂i∂j = ∇∂j∂i for all i, j ∈ {1, ..., n},

where we have written ∂i := ∂
∂xi

for all i.

Remark. In case E = TM the Levi-Civita connection is the unique connection that is
metric and torsion-free. But the condition of being metric does not determine a connection
uniquely. Moreover, on a general vector bundle the condition of being torsion-free does
not make sense.

Remark. If E,F →M are vector bundles with connections ∇E and ∇F respectively then
these connections induce connections on the vector bundles E∗,

∧k E, E ⊕F and E ⊗F :

(a) For ω ∈ C∞(M,E∗), s ∈ C∞(M,E) and X ∈ C∞(M,TM) we de�ne

(∇E∗

X ω)(s) := ∂X(ω(s))− ω(∇E
Xs).

(Then the "product rule" ∂X(ω(s)) = (∇E∗
X ω)(s) + ω(∇E

Xs) holds.)

(b) For si1 , ..., sik ∈ C∞(M,E) and X ∈ C∞(M,TM) we de�ne

∇
∧k E
X (si1 ∧ ... ∧ sik) := (∇E

Xsi1) ∧ si2 ∧ ... ∧ sik + si1 ∧ (∇E
Xsi2) ∧ ... ∧ sik

+ ...+ si1 ∧ si2 ∧ ... ∧ (∇E
Xsik).

(c) For s1 ∈ C∞(M,E), s2 ∈ C∞(M,F ) and X ∈ C∞(M,TM) we de�ne

∇E⊕F
X (s1 ⊕ s2) := (∇E

Xs1)⊕ (∇F
Xs2).

(d) For s1 ∈ C∞(M,E), s2 ∈ C∞(M,F ) and X ∈ C∞(M,TM) we de�ne

∇E⊗F
X (s1 ⊗ s2) := (∇E

Xs1)⊗ s2 + s1 ⊗ (∇F
Xs2).

Remark. If ∇E and ∇F are metric connections then the induced connections are metric
connections with respect to the induced Riemannian metrics.

De�nition. Let E →M be a complex vector bundle.

(1) We denote by E the complex conjugate vector bundle (i. e. the scalar multiplications ·
on E and · on E are related by α·v = α · v for α ∈ C, v ∈ Ep).

(2) A Hermitian metric on a complex vector bundle E → M is a smooth section h of
E∗ ⊗ E

∗
such that for all p ∈ M the sesquilinear form h(p) satis�es h(p)(w, v) =

h(p)(v, w) for all v, w ∈ Ep and h(p)(v, v) > 0 for all v 6= 0.

(3) A complex vector bundle with a Hermitian metric is called a Hermitian vector bundle.
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(4) A connection ∇ on a Hermitian vector bundle E →M is called a metric connection
if for all s1, s2 ∈ C∞(M,E) and X ∈ C∞(M,TM) we have

∂Xh(s1, s2) = h(∇Xs1, s2) + h(s1,∇Xs2).

Remark. One can show that on every complex vector bundle there exist a Hermitian
metric h and a connection that is metric with respect to h.

Connections in local coordinates

Let E →M be a K-vector bundle and let x: U → V ⊂ Rn be a chart of M . Without loss
of generality we may assume that E|U → U is trivial. Let s1, ..., sN be smooth sections of
E|U which form a basis at every point. For i = 1, ..., n and α = 1, ..., N we write

∇ ∂

∂xi
sα =:

N∑
β=1

(Γβiα ◦ x) · sβ.

This de�nes smooth functions Γβiα: V → K. They are called the Christo�el symbols of
∇ with respect to x and s = (s1, ..., sN). The Christo�el symbols determine ∇, since for
every s ∈ C∞(M,E) and X ∈ C∞(M,TM) we may write

s =
N∑
α=1

fαsα, X =
n∑
i=1

X i ∂

∂xi

and we compute

∇Xs = ∇∑n
i=1X

i ∂

∂xi

( N∑
α=1

fαsα

)
=

n∑
i=1

N∑
α=1

X i∇ ∂

∂xi
(fαsα)

=
n∑
i=1

N∑
α=1

X i
(∂fα
∂xi

sα + fα
n∑
β=1

(Γβiα ◦ x) · sβ
)

=
n∑
i=1

X i

N∑
β=1

(∂fβ
∂xi

+
N∑
α=1

fα(Γβiα ◦ x)
)
sβ.

The pullback connection

LetM,S be di�erentiable manifolds, let E →M be a K-vector bundle and let f : S →M
be a smooth map. The map F : f ∗E → E, F (p, v) := v is a vector bundle homomorphism
over f and an isomorphism on every �ber. In particular the following diagram commutes:

f ∗E
F //

π̃
��

E

π
��

S
f //M
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Proposition 2.3. Let ∇ be a connection on E. Then there exists a unique connection
∇f∗E on f ∗E such that for all s ∈ C∞(M,E), p ∈ S and X ∈ TpS we have:

∇f∗E
X (F−1 ◦ s ◦ f) = F−1(∇E

df(X)s).

This connection is called the pullback connection on f ∗E.

Proof. Uniqueness. Let y: U → V be a chart ofM , let s1, ..., sN be smooth sections of E|U
which form a basis at every point and let Γβiα: V → K be the corresponding Christo�el
symbols. Let x: Ũ → W be a chart of S where we assume that Ũ ⊂ f−1(U). The sections
s̃α := F−1 ◦ sα ◦ f |Ũ of f ∗E|Ũ form a basis at every point of Ũ . Let Γ̃βjα: W → K be the

corresponding Christo�el symbols. Then for all p ∈ Ũ we have

N∑
β=1

Γ̃βjα(x(p))s̃β(p) = ∇f∗E
∂

∂xj
(p)
s̃α = ∇f∗E

∂

∂xj
(p)

(F−1 ◦ sα ◦ f) = F−1(∇E
df( ∂

∂xj
(p))
sα)

= F−1(∇E∑n
i=1

∂fi

∂xj
(p) ∂

∂yj
(f(p))

sα) =
n∑
i=1

∂f i

∂xj
(p)F−1(∇E

∂

∂yj
(f(p))

sα)

=
n∑
i=1

∂f i

∂xj
(p)F−1

( N∑
β=1

Γβjα(y(f(p)))sβ(f(p))
)

=
N∑
β=1

n∑
i=1

∂f i

∂xj
(p)Γβiα(y(f(p)))s̃β(p)

and therefore

Γ̃βjα(x(p)) =
n∑
i=1

∂f i

∂xj
(p)Γβiα(y(f(p))) (1)

Thus the Christo�el symbols Γ̃βjα of ∇f∗E are determined by those of ∇E.
Existence. De�ne the Christo�el symbols by the formula (1). One checks that this de�nes
a connection ∇f∗E as in the assertion.

Example. • If E = TM → M and ∇E is the Levi-Civita connection then ∇f∗E is
the covariant derivative of vector �elds along smooth maps (see Chapter 2.4 in [2]).

• If ∇E is any connection on E →M and f : S →M is a constant map then for any
basis v1, ..., vN of Ef(x) the sections

sα(p) := (p, vα)

are smooth and form a global trivialization of f ∗E, in particular f ∗E is trivial. For
∇f∗E we obtain Γ̃βjα ≡ 0 and thus

∇f∗E
X

( N∑
α=1

fαsα

)
=

N∑
α=1

∂Xf
α · sα.
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3 Curvature of a vector bundle

De�nition. Let E →M be a K-vector bundle with a connection ∇. The curvature tensor
R∇ is for X, Y ∈ C∞(M,TM) and s ∈ C∞(M,E) given by

R∇(X, Y )s := ∇X∇Y s−∇Y∇Xs−∇[X,Y ]s ∈ C∞(M,E).

Lemma 3.1. For p ∈ U the value (R∇(X, Y )s)(p) depends on X, Y and s only via the
values X(p), Y (p) and s(p).

Proof. We write X =
∑n

i=1X
i ∂
∂xi

, Y =
∑n

j=1 Y
j ∂
∂xj

and s =
∑N

α=1 f
αsα. We compute

(and use the Einstein summation convention)

∇X∇Y s = ∇X(Y i∇ ∂

∂xi
(fαsα))

= ∇X

(
Y i
(∂fα
∂xi

sα + fαΓβiαsβ

))
= ∇X

(
Y i
(∂fβ
∂xi

+ fαΓβiα

)
sβ

)
= Xj

[∂Y i

∂xj

(∂fγ
∂xi

+ fαΓγiα

)
+ Y i

( ∂2fγ

∂xj∂xi
+
∂fβ

∂xj
Γγiβ + fα

∂Γγiα
∂xj

)
+ Y i

(∂fβ
∂xi

+ fαΓβiα

)
Γγjβ

]
sγ

When computing ∇X∇Y s−∇Y∇Xs the terms symmetric in i, j cancel and we get

∇X∇Y s−∇Y∇Xs =
[(
Xj ∂Y

i

∂xj
− Y j ∂X

i

∂xj

)(∂fγ
∂xi

+ fαΓγiα

)
+XjY ifα

(∂Γγiα
∂xj

−
∂Γγjα
∂xi

+ ΓβiαΓγjβ − ΓβjαΓγiβ

)]
sγ

and thus ∇X∇Y s−∇Y∇Xs−∇[X,Y ]s = XjY ifαRγ
jiα · sγ, where

Rγ
jiα =

∂Γγiα
∂xj

−
∂Γγjα
∂xi

+ ΓβiαΓγjβ − ΓβjαΓγiβ.

Corollary 3.2. The curvature tensor R∇ is a smooth section of T ∗M ⊗ T ∗M ⊗E∗ ⊗E.

Proposition 3.3. The curvature tensor R∇ has the following symmetries:

(i) For all X, Y ∈ C∞(M,TM): R∇(X, Y ) = −R∇(Y,X)

(ii) If ∇ is a metric connection with respect to a Riemannian or Hermitian metric g,
then for all X, Y ∈ C∞(M,TM) and s1, s2 ∈ C∞(M,E):

g(R∇(X, Y )s1, s2) = −g(s1, R
∇(X, Y )s2).

Proof. (i) is clear by de�nition.

12



(ii) We have

0 = (∂X∂Y − ∂Y ∂X − ∂[X,Y ])g(s1, s2)

= g(R∇(X, Y )s1, s2) + g(s1, R
∇(X, Y )s2)

where in the last step we have used that ∇ is a metric connection.

Corollary 3.4. R∇ is a smooth section of
∧2 T ∗M ⊗ E∗ ⊗ E.

Proposition 3.5 (Bianchi identity). Let E →M be a K-vector bundle with a connection
∇. Assume that M is equipped with a semi-Riemannian metric and TM with the Levi-
Civita connection. Then for all X, Y, Z ∈ C∞(M,TM) and for R := R∇ we have

(∇XR)(Y, Z) + (∇YR)(Z,X) + (∇ZR)(X, Y ) = 0.

Proof. By de�nition for all s ∈ C∞(M,E) we have

(∇XR)(Y, Z)s := ∇X(R(Y, Z)s)−R(∇XY, Z)s−R(Y,∇XZ)s−R(Y, Z)∇Xs

where we denote both the connection on E and the Levi-Civita connection by ∇.
Let p ∈ M , let X, Y, Z ∈ TpM and e ∈ Ep. We extend e to a smooth section s of E in
an open neighborhood of p (this is possible since E is locally trivial). Furthermore we
extend X, Y, Z to smooth vector �elds X, Y, Z on an open neighborhood of p by parallel
translation of X, Y, Z along the radial geodesics emanating from p. Then we have

∇.X|p = ∇.Y |p = ∇.Z|p = 0

and in particular

[X, Y ]|p = ∇XY |p −∇YX|p = 0, [Y, Z]|p = [X,Z]|p = 0.

We calculate

(∇XR)(Y, Z)e = ∇X(R(Y, Z)s)|p −R(∇XY, Z)s|p −R(Y,∇XZ)s|p −R(Y, Z)∇Xs|p
= (∇X(∇Y∇Zs−∇Z∇Y s−∇[Y,Z]s))|p −R(Y, Z)∇Xs|p.

We conclude

(∇XR)(Y, Z)e+ (∇YR)(Z,X)e+ (∇ZR)(X, Y )e

= (∇X∇Y∇Zs−∇X∇Z∇Y s−∇X∇[Y,Z]s−R(Y, Z)∇Xs

+∇Y∇Z∇Xs−∇Y∇X∇Zs−∇Y∇[Z,X]s−R(Z,X)∇Y s

+∇Z∇X∇Y s−∇Z∇Y∇Xs−∇Z∇[X,Y ]s−R(X, Y )∇Zs)|p
=
(
R([Y, Z]︸ ︷︷ ︸

=0 at p

, X)s+∇[[Y,Z],X]s+R([Z,X]︸ ︷︷ ︸
=0 at p

, Y )s+∇[[Z,X],Y ]s

+R([X, Y ]︸ ︷︷ ︸
=0 at p

, Z)s+∇[[X,Y ],Z]s
)
|p

13



Since R depends only on the values of its arguments at the point p we get

(∇XR)(Y, Z)e+ (∇YR)(Z,X)e+ (∇ZR)(X, Y )e

= ∇[[Y,Z],X]+[[Z,X],Y ]+[[X,Y ],Z]s|p = 0

by the Jacobi identity.

Remark. This Bianchi identity has nothing to do with the "�rst Bianchi identity" for
the Levi-Civita connection R(X, Y )Z +R(Y, Z)X +R(Z,X)Y = 0 (see Proposition 3.1.7
in [2]). In the case of the Levi-Civita connection the above Bianchi identity is also called
the "second Bianchi identity".

De�nition. A connection ∇ is called �at if its curvature tensor satis�es R∇ = 0.

Example. • Every metric connection on a Riemannian line bundle E is �at. Namely
R∇(X, Y ) is a skew-symmetric endomorphism of the 1-dimensional vector space Ep
and thus vanishes.

• Every trivial vector bundle has a �at connection. Namely let s1, ..., sN be a global
trivialization and de�ne

∇X

( N∑
α=1

fαsα

)
:=

N∑
α=1

∂Xf
α · sα.

By de�nition of the Lie bracket we get R∇ = 0.

Orientation and the Hodge star operator

Let V be an n-dimensional real vector space with a non-degenerate symmetric bilinear
form g: V × V → R of index s (i. e. s is the maximal dimension of a negative de�nite
subspace). Then

∧p V has a non-degenerate symmetric bilinear form g
∧p V : ∧p V ×∧p V → R characterized by the following:

Let e1, ..., en be a generalized orthonormal basis of V such that g(ei, ej) = εiδij with
εi = ±1. Then the vectors ei1 ∧ ... ∧ eip , 1 ≤ i1 < ... < ip ≤ n, form a generalized
orthonormal basis of

∧p V , where

g
∧p V (ei1 ∧ ... ∧ eip , ej1 ∧ ... ∧ ejp) = εi1 · · · εipδi1j1 · · · δipjp .

In the same way, V ∗ has a non-degenerate symmetric bilinear form gV
∗
: V ∗ × V ∗ → R

characterized by
gV

∗
(e∗i , e

∗
j) = εiδij.

De�nition. If V is oriented, we de�ne the volume form ω := e1 ∧ ...∧ en ∈
∧n V , where

e1, ..., en is a positively oriented generalized orthonormal basis of V .

Remark. The volume form is independent of the choice of the positively oriented gen-
eralized orthonormal basis. If one reverses the orientation of V , then ω gets replaced by
−ω. Moreover we have

g(ω, ω) = (−1)s,

where s is the index of g.
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De�nition. Let M be a di�erentiable manifold. Let x: U → V and y: Ũ → Ṽ be two
charts of M . Then x and y are called orientation compatible if on x(U ∩ Ũ) we have

detD(y ◦ x−1) > 0.

A C∞-atlas A of M is called oriented if any two charts contained in A are orientation
compatible. An orientation of M is a maximal oriented C∞-atlas of M . A di�erentiable
manifold equipped with an orientation is called an oriented manifold.

Remark. If M is an oriented manifold, then every tangent space TpM (and thus every
cotangent space T ∗pM) is equipped with an orientation in the sense of linear algebra.

Namely, if x: U → V is a chart contained in the oriented atlas with p ∈ U , then
∂
∂x1
|p, ..., ∂

∂xn
|p is a positively oriented basis of TpM (and dx1|p, ..., dxn|p is a positively

oriented basis of T ∗pM).

Proposition 3.6. Let M be an n-dimensional di�erentiable manifold. Then the following
are equivalent:

(i) M is orientable

(ii) The real line bundle
∧n T ∗pM is trivial.

Proof. (ii) ⇒ (i): Assume that
∧n T ∗pM is trivial. Then there exists a smooth section

ω ∈ C∞(M,T ∗M) such that ω(p) 6= 0 for all p ∈M . Let A be the di�erentiable structure
of M . We put

Aω :=

{
(x : U → V ) ∈ A

∣∣∣ω( ∂

∂x1
, ...,

∂

∂xn

)
> 0 on U

}
.

We show that Aω is an oriented atlas of M .

(a) We show that the charts contained in Aω cover all of M . Namely, let p ∈ M , let
(x : U → V ) ∈ A with p ∈ U . W. l. o. g. we may assume that U (and therefore V ) is
connected.
If ω( ∂

∂x1
, ..., ∂

∂xn
) > 0, then (x : U → V ) ∈ Aω. Otherwise we have ω( ∂

∂x1
, ..., ∂

∂xn
) < 0

on all of U (since ω 6= 0 and U is connected). We put

y1 := −x1, y2 := x2, ..., yn := xn, Ṽ := {(x1, ..., xn) ∈ Rn | (−x1, x2, ..., xn) ∈ V }.

The chart y: U → Ṽ contains p and satis�es

ω
( ∂

∂x1
, ...,

∂

∂xn

)
> 0 on U,

thus (y : U → Ṽ ) ∈ Aω.
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(b) It remains to show that any two charts x: U → V and y: U → Ṽ contained in Aω
are orientation compatible. On x(U ∩ Ũ) we have

0 < ω
( ∂

∂y1
, ...,

∂

∂yn

)
= ω

( n∑
i1=1

∂(xi1 ◦ y−1)

∂y1

∂

∂xi1
, ...,

n∑
in=1

∂(xin ◦ y−1)

∂yn
∂

∂xin

)
= detD(x ◦ y−1) · ω

( ∂

∂x1
, ...,

∂

∂xn

)
︸ ︷︷ ︸

>0

and thus detD(x ◦ y−1) > 0.

(i) ⇒ (ii): Choose a Riemannian metric g on M . For p ∈ M let ω(p) ∈
∧n T ∗pM be the

volume form of T ∗pM , i. e. we have

g
∧n

(ω, ω) := g
∧n T ∗

pM(ω, ω) = 1.

Thus ω is a nowhere vanishing section of
∧n T ∗M .

Now let p ∈M . Choose a positively oriented chart x: U → V around p. Then dx1, ..., dxn

are smooth sections of T ∗M |U that form a positively oriented basis at every point of U .
Using the Gram-Schmidt process we obtain smooth sections e1, ..., en of T

∗M |U that form
a positively oriented orthonormal basis at every point of U . We have ω = e1 ∧ ... ∧ en
on U and thus ω is smooth on U .
We conclude that ω is a nowhere vanishing smooth section of

∧n T ∗M . By Lemma 1.1
the real line bundle

∧n T ∗M is trivial.

Lemma 3.7. Let V be an oriented n-dimensional real vector space with a non-degenerate
symmetric bilinear form g. Let p ∈ {0, ..., n}. Then there is a unique isomorphism of
vector spaces ∗:

∧p V →
∧n−p V , such that for all α, β ∈

∧p V we have

α ∧ (∗β) = g
∧p V (α, β) · ω.

Proof. Uniqueness. Let ∗1 and ∗2 be two such isomorphisms. Then for all α, β ∈
∧p V

we have
α ∧ ((∗1 − ∗2)β) = g

∧p V (α, β) · ω − g
∧p V (α, β) · ω = 0.

If γ ∈
∧n−p V and for all α ∈

∧p V we have α ∧ γ = 0, then we have γ = 0. Namely we
write

γ =
∑
I

γIeI

where e1, ..., en is a generalized orthonormal basis, eI := ei1 ∧ ...∧ein−p for any multi-index
I = (1 ≤ i1 < ... < in−p ≤ n) and we sum over all multi-indices I of length n − p and
have γI ∈ R.
We �x a multi-index I0 and consider its complementary multi-index IC0 . For α = eIC0 ∈∧p V we have

0 = α ∧ γ = eIC0 ∧
∑
I

γIeI = γI0eIC0 ∧ eI0 = ±γI0ω.

16



We conclude that γI0 = 0 for all multi-indices I0. Thus we have γ = 0, i. e. ∗1 = ∗2.
Existence. Let e1, ..., en be a positively oriented generalized orthonormal basis of V . We
de�ne ∗:

∧p V →
∧n−p V by

∗eI := g
∧p V (eI , eI) · sign(I, IC) · eIC .

Here (I, IC) is considered as a permutation of {1, ..., n} and sign(I, IC) is the sign of this
permutation.

Remark. If we reverse the orientation of V then ∗ gets replaced by −∗.

De�nition. The operator ∗ is called the Hodge star operator.

Proposition 3.8. The Hodge star operator has the following properties:

(i) ∗1 = ω and ∗ω = (−1)s.

(ii) For α ∈
∧p V and β ∈

∧n−p V we have g
∧p V (α, ∗β) = (−1)p(n−p)g

∧n−p
(∗α, β).

(iii) On
∧p V we have ∗2 = (−1)p(n−p)+sid∧p V .

Here s is the index of the symmetric bilinear form g on V .

Proof. (i) We have

∗1 = ∗e∅ = g
∧0 V (1, 1)︸ ︷︷ ︸

=1

sign(1 · · ·n)︸ ︷︷ ︸
=1

e1···n = ω

∗ω = ∗e1···n = g
∧n V (ω, ω)︸ ︷︷ ︸

=(−1)s

sign(1 · · ·n)︸ ︷︷ ︸
=1

e∅ = (−1)s.

(iii) We compute

∗2eI = ∗(g
∧p V (eI , eI)sign(I, IC)eIC )

= g
∧p V (eI , eI) · sign(I, IC) · g

∧n−p V (eIC , eIC ) · sign(IC , I) · eI
= g

∧p V (eI , eI) · g
∧n−p V (eIC , eIC )︸ ︷︷ ︸

=(−1)s

· sign(I, IC) · sign(IC , I)︸ ︷︷ ︸
=(−1)p(n−p)

·eI

= (−1)p(n−p)+seI .

(ii) On the one hand we have

α ∧ β (iii)
= (−1)(n−p)p+sα ∧ ∗2β = (−1)(n−p)p+sg

∧p V (α, ∗β) · ω

on the other hand

α ∧ β = (−1)p(n−p)β ∧ α (iii)
= (−1)p(n−p)(−1)p(n−p)+sβ ∧ ∗2α

= (−1)2p(n−p)+sg
∧n−p V (β, ∗α) · ω.
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De�nition. Let M be an oriented semi-Riemannian manifold. Let

d : C∞(M,∧pT ∗M)→ C∞(M,∧p+1T ∗M)

be the exterior derivative of di�erential p-forms on M . Then

δ := (−1)np+1+s ∗ d∗ : C∞(M,∧p+1T ∗M)→ C∞(M,∧pT ∗M)

is called the codi�erential.

Remark. For the de�nition of d neither the semi-Riemannian metric nor the orientation
are used. If one reverses the orientation, then ∗ gets replaced by −∗, thus δ remains un-
changed. Therefore δ depends on the semi-Riemannian metric but not on the orientation.
Hence, δ can also be de�ned on non-orientable manifolds.

Remark. We have δ2 = ± ∗ d ∗ ∗d∗ = ± ∗ d2∗ = 0 since ∗2 = ±1 and d2 = 0.
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