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0 Introduction

We construct in this paper Gibbs states in space-time : This means Gibbs
states on the space of trajectoires Ω = C(IR, IR)ZZ

d
which are specified locally

in space-time windows of the from V = Λ×]a, b[, Λ ⊆ ZZd finite, a, b ∈ IR,
given the configuration of trajectoiries outside this window.

This construction is done by two different methods and for different
(classes of ) hamiltonians.

The first method uses the idea that Gibbs states on Ω are solutions of
infinite-dimensional stochastic differential equations. To be more precise :
Let h = (hi)i∈ZZd and h̃ = (h̃i)i∈ZZd be suitable hamiltonians on IRZZd

and ν
a Gibbs state on X = IRZZd

specified by h̃ and the Lebesgue measure.
Consider then the law Qν of the stochastic process X = (Xk,t)k∈ZZd,t≥0,

which is the unique solution of the stochastic gradient system{
dXk,t = dWk,t − 1

2∇khk(X.,t)dt,

X.,0
(L)
= ν

(1)

(k ∈ ZZd, t ≥ 0). Here (Wk)k∈ZZd is a collection of independant Brownian
motions. The law Qν on Ω is a candidate for a space-time Gibbs state on Ω.
We prove here that this indeed is true. But in which sense ? We find that

ΠH
V (ω, ·) =: Qν(· | ωj(t), (j, t) /∈ V )

=
1

ZH
V (ω∂V )

exp−HV (·ω∂Λ×Ī)⊗k∈Λ P
ωk,o,ωk,b

Ī
Qν − a.s.(2)

Here ω = (ωi(t))i∈ZZd,t≥0 ∈ Ω, V = Λ×]0, b[, ω∂V resp. ω∂Λ×Ī represent
the projection of ω on the boundary of V (which is defined by the range of
the space-time interaction) resp. the projection of ω on Ī = [0, b] and the
boundary of Λ. P x,y

Ī
denotes the Brownian bridge on [0, b] which starts in

x and ends in y. HV is an Hamiltonian which is explicitely given in terms
of the Hamiltonian h, which defines the dynamics (0.1).

In the second approach we obtain similar results for two classes of in-
teractions. Limiting Gibbs states ΠH

∞ = lim
Vn↑ZZd×IR

ΠH
Vn

are constructed for

models which are a small perturbation of free fields as well as for a situ-
ation which had been studied already in the first part of the paper. The
construction is based on the method of cluster expansions.

The organisation of this paper is as follows : in section 1, after having
presented the general structure of modern Gibbsian theory in the spirit of the
work of Föllmer [Foe1] and Preston [Pre], we introduce space-time models
as Gibbsian states on C(IR+; IRn)ZZ

d
. This is done carefully with the idea to

introduce the main ingredients of a general theory of space-time stochastic
processes which are only locally specified in space and time (and not globally
as in the classical theory of Markov processes).
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Then, in section 2, we construct, for a special class of Hamiltonians and
a particular choice of the reference (i.e. free) measure the associated Gibbs
states as the laws of an infinite-dimensional stochastic gradient system with
Gibbsian initial distribution. This construction allows us to use existence
results of [Sh-Sh] in order to discuss the problem of existence for Gibbs states
on the path space C(IR+; IR)ZZ

d
. As a result we obtain an injection of the

set of initial Gibbs measures into the set of reversible Gibbs states on the
path level associated to some corresponding Hamiltonian.

Finally, in section 3, we show, for a class of Hamiltonians indexed by a
small parameter ε, using the powerful method of cluster expansions, exis-
tence and regularity of the limiting Gibbs states.

1 Specifications and their Gibbs states

1.1 The general framework

In a very general context we can describe the situation as Foellmer [Foe1] and
Preston [Pre] in the following way :

Let (Ω,F) be a standard Borel space, V an index set which is partially
ordered by a relation ⊆. We assume that this order is directed from above
i.e. for each V1, V2 ∈ V there exists V ∈ V with V1 ⊆ V and V2 ⊆ V ,
and is countably generated i.e. there is a sequence {Vn}n from V such
that if V ∈ V then V ⊆ Vn for some n. We call such a sequence {Vn}n a
countable base in V.

There is also given a collection IF of two filtrations indexed by V, which
we call bifiltration in Ω :

IF = (F̂V ,FV )V ∈V

where (F̂V )V ∈V is a decreasing family of sub-σ-algebras of F (a “backward
filtration”) and (FV )V ∈V a family of increasing sub-σ-algebras of F (a “for-
ward filtration”) such that

F = ∨
V ∈V

FV

where the right hand side means the minimal σ-algebra containing every
FV , and

F = FV ∨ F̂V for each V ∈ V.

We denote

∂V ′FV = FV ′ ∩ F̂V if V ⊆ V ′ and
∂FV = FV ∩ F̂V = ∂V FV

the σ-algebras induced at the border of V .
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Definition 1 A Markov field with respect to IF is a probability measure Q
on (Ω,F) such that for each V ∈ V and f ∈ bFV (i.e. f bounded and
measurable with respect to FV ),

EQ(f | F̂V ) = EQ(f | ∂FV ) a.s. (3)

where EQ(. | G) denotes the conditional expectation of Q with respect to the
σ-algebra G.

We shall consider Markov fields Q which are given by an IF-specification,
that is the collection of kernels satisfying the properties of the following
definition.

Definition 2 An IF-specification is a collection Π of quasi-Markovian ker-
nels (ΠV )V ∈V from (Ω,FV ) in (Ω, ∂FV ), which means that :

α) for each ω ∈ Ω,ΠV (ω, .) is either a probability measure on (Ω,FV )
(V ∈ V), or the measure 0 ;

β) for each f ∈ bFV , the function ΠV (., f) is measurable with respect to
∂FV ;

satisfying also the following properties :

γ) for each V ∈ V

ΠV (., f ′f) = f ′ΠV (., f), f ′ ∈ b∂FV , f ∈ bFV

δ) for each V ⊆ V ′, ΠV ′ΠV = ΠV ′ on FV (compatibility condition).

In the special case where FV = F for each V ∈ V we call ÎF the associated
bifiltration and Π an (F̂V )V -specification or an ÎF-specification.

Remark 1 In α) , usually ΠV (ω, .) is supposed to be always a probability
measure. Here we assume only a “quasi-markovianity”, i.e. we introduce
the possibility for the kernel to vanish, but we assume implicitely that we
are not in the trivial case where {ω : ΠV (ω,Ω) = 1} = ∅ for some V .

Now we are in the position to define the basic object of our study.

Definition 3 Let Π be an IF-specification. We say that a probability mea-
sure Q on (Ω,F) is a Gibbs state with specification Π if for each V ∈ V and
f ∈ bFV

EQ(f | F̂V ) = ΠV (f) Q− a.s. (4)
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Remark 2 It is evident from the definition that each Gibbs state is a
Markov field. Furthermore, denoting RV = {ω ∈ Ω : ΠV (ω,Ω) = 1},
we see that RV ∈ F̂V and that each Gibbs state Q is concentrated on each
RV .

The following simple observation will be very useful.

Lemma 1 Let Q be a probability measure on (Ω,F) and Π a IF-specification.
Then Q is a Gibbs state with specification Π if and only if Q is a Markov
field with respect to IF and

Q(ΠV (f)) = Q(f) for each V ∈ V and f ∈ bFV .

The main question thus is the construction of specifications. The general
idea for such a construction is given by the Gibbsian paradigm : First one
constructs a specification Π0 on the given bi-filtration (Ω, IF), which serves as
a reference (the so-called free specification) and then, by means of a given IF-
Hamiltonian H, one constructs a specification ΠH , which takes into account
also the interaction.

To make this precise we formalise the concept of a Hamiltonian :

Definition 4 A collection H = (HV )V ∈V of functions

HV : Ω → IR ∪ {+∞},

is called an IF-Hamiltonian if

α) HV is FV -measurable for each V ;

β) H is IF-additive, i.e.∀V, V ′ ∈ V, V ⊆ V ′, there exists

H(V ′,V ) : Ω → IR ∪ {+∞} ,

measurable with respect to ∂V ′FV , such that

HV ′ = HV +H(V ′,V ) .

In the special case where FV = F for each V ∈ V, we call H an ÎF-
Hamiltonian.

The following fundamental theorem (cf. [Pre]) allows to construct spec-
ifications based on the reference specification Π0 and a Hamiltonian H :

Theorem 1 If we define for V ∈ V, ω ∈ Ω

ΠH
V (ω, dω′) =

{
1

ZH
V (ω)

exp(−HV (ω′))Π0
V (ω, dω′), if 0 < ZH

V (ω) < +∞
0 otherwise

(5)
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where
ZH

V (ω) =
∫

Ω
exp(−HV (ω′))Π0

V (ω, dω′),

then the family ΠH = (ΠH
V )V ∈V defines an IF-specification.

We denote by G(ΠH) or also G(H,Π0) the set of Gibbs states with spec-
ification ΠH . They are also called Gibbsian modifications of Π0 by the
Hamiltonian H.

1.2 Finite range Gibbs states

Föllmer’s concept of a Gibbs state, as developed above is that of a finite
range Gibbs state. We remark here that the usual theory is obtained if the
filtration (FV )V ∈V is given by FV = F for each V ∈ V. The corresponding
bifiltration is denoted by F̂. The following simple observation shows that a
Gibbs state with respect to a finite range F̂-specification Π is also a Gibbs
state for Π, if Π is considered as an F-specification. To be more precise we
have the

Lemma 2 Let Q be a probability on (Ω,F), F a bifiltration in Ω and Π and
F̂-specification. If Π has also finite range with respect to F in the sense that
each ΠV (·, f), f ∈ bFV , is ∂FV -measurable, and if Q ∈ G(Π), then Q is an
F-Markov field, specified by the F-specification induced by Π .

For future reference we state here the following obvious consequence.
Let bFloc be the space of all bounded, measurable functions f on Ω which
are local in the sense that f ∈ bFV for some V ∈ V.

Proposition 1 Let F be a bifiltration in (Ω,F) and Π = (ΠV )V ∈V an F̂-
specification having finite range with respect to F. For a countable base
(Vn)n in V and a sequence (qn)n of probabilities on (Ω, ∂FVn) we consider
the sequence of probabilities on (Ω,F), defined by

Πn :=
∫

Ω
ΠVndqn ,

together with a probability Q on (Ω,F). Then the condition

lim
n→∞

Πn(f) = Q(f), f ∈ bFloc (6)

implies that Q ∈ G(Π) and possesses the property of an F-Markov field.

Proof : Let V ∈ V and f = f1·f2, where f1 ∈ bF̂V is local and f2 ∈ bFV .
Then ΠV (f) = f1ΠV (f2) is a local bounded, measurable function, because
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Π has finite range, and thus

Q(f1 · f2) = lim
n

∫
Ω

Π·
Vn

(f1f2)dqn

= lim
n

∫
Ω

Π·
Vn

(Π·
V (f1f2))dqn

= lim
n

∫
Ω

Π·
Vn

(f1Π·
V (f2))dqn

= Q(f1ΠV (f2))

Therefore Q is Gibbs for the (F̂V )V -specification Π. Since Π is of finite
range, lemma 2 implies that Q is an F-Markov field.

In the following two paragraphs, we give examples of reference specifica-
tions and Hamiltonians H in space as well as in space-time.

1.3 Specifications in space

We recall here the construction of specifications which had been introduced
for the first time by Dobrushin, Lanford and Ruelle in the case when the
index set V modelizes volumes in ZZd (so called DLR-construction).

Let X = N ZZd
, d ∈ IN∗, where N is some measurable space with some

fixed σ-field A. The index-set V is the collection of finite subsets Λ of
ZZd. The canonical projections are denoted by Xk, k ∈ ZZd and XΛ is the
canonical projection on NΛ.

The spatial bifiltration IF in X is defined in the following way :

F̂Λ = σ(Xk; k /∈ Λ),

FΛ = σ(Xk; k ∈
=
Λ)

Here
=
Λ= Λ ∪ ∂Λ, where ∂Λ is some well-defined frontier of Λ, e.g.

∂Λ = {k /∈ Λ: d(k,Λ) < R}

where 0 < R ≤ +∞ describes the range of the interaction (which can be
infinite) and d(k,Λ) = min{ρ(k, j), j ∈ Λ} where ρ(k, j) =

∑d
i=1

∣∣ki − ji
∣∣.

We use also the σ-fields

AΛ = σ(XΛ) .

We now indicate the construction of a free IF-specification (π0
Λ)

Λ⊂ZZd

which serves as a reference. Let (λk)k∈ZZd be a family of probability measures
on N :
for each x ∈ X , A′ ∈ ∂FΛ, A ∈ AΛ

π0
Λ(x,A′ ∩A) = 1A′(x)( ⊗

k∈Λ
λk)(A).
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To say it in another way, the measure π0
Λ(x, .) is equal to

π0
Λ(x, .) = ( ⊗

k∈Λ
λk)⊗ δx∂Λ

.

Let φ = (φΛ)
Λ⊂ZZd be a spatial potential on X , i.e. a collection of functions

φΛ : X → IR ∪ {+∞} which are AΛ-measurable and which satisfy : φΛ ≡ 0
if the diameter of Λ is larger than R ≤ ∞. Then, the space IF-Hamiltonian
h = (hΛ)

Λ⊂ZZd on X generated by φ is given by

hΛ =
∑

Λ′:Λ′∩Λ6=∅
φΛ′ .

We thus know from Theorem 1 that the kernels

πh
Λ(x, dx′) =

{
1

Zh
Λ(x)

exp(−hΛ(x′))π0
Λ(x, dx′), if 0 < Zh

Λ(x) < +∞
0 otherwise

(7)

define an IF-specification. So it makes sense to consider G(h, π0), which for
obvious reasons is denoted also by G(h, (λk)k).

Remark 3 The fact that πh is an IF-specification remains true if we replace
the probability measures λk by σ-finite measures.

Example 1 : The DLR-construction above can be done in the special
case (which will be fundamental in the following) where N is the separable
Banach space C([a, b], IRn), 0 ≤ a < b < +∞, and the measures λk are
Wiener measures Pµk

[a,b] on N with an initial condition given by a σ-finite
measure µk on IRn.

1.4 Specifications in space-time

In this paragraph we introduce the main - and new- objects we need to work
in a space-time context. The space is discrete (a lattice model) and time is
continuous.

1.4.1 Bifiltrations and local specifications.

Let C(R+,Rn) denote the space of all continuous functions x on R+ with val-
ues in Rn. Define a sequence of semi norms on it by pN (x) = sup

0≤t≤N
|x(t)|, N =

1, 2, . . . ,. Then define a metric d on C(R+,Rn) by

d(x, y) =
∞∑

N=1

1
2N

· pN (x− y)
1 + pN (x− y)

.

With this metric C(R+,Rn) is a standard Borel space (see [Wh]).
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We now construct specifications in space-time.
By this we mean specifications on the standard Borel space Ω = (C(IR+, IRn))ZZ

d

with respect to a natural bi-filtration IF which is indexed by regions in
ZZd × IR+. To be more precise :

Let F be the σ-algebra in Ω generated by the space-time projections
Xk,t, k ∈ ZZd, t ∈ IR+ :

Xk,t : Ω → IRn, Xk,t(ω) = ωk,t .

The index set V consists of all sets of the form V = Λ × I, where Λ ∈ S,
i.e. Λ is a finite subset of ZZd, and I is a time interval of the form I =]a, b[,
0 ≤ a < b < +∞. With each V ∈ V we associate its region of influence,
defined by

=
V= V ∪ ∂V ,

where ∂V = (Λ× ∂I) ∪ (∂Λ× Ī), Ī = [a, b] and ∂I = {a, b} = Ī \ I.
The bifiltration IF in Ω is now defined by

F̂V = σ(Xk,t; (k, t) /∈ V ) (8)

FV = σ(Xk,t; (k, t) ∈
=
V ) . (9)

The general idea for the construction of IF-specifications on Ω is to start
the construction locally in space and time and then to extend it globally.

To do this we introduce some additional notations :
Given I and Λ ∈ S we define the spaces

ΩΛ,Ī = (C(Ī , IRn))Λ ,

ΩĪ = (C(Ī , IRn))ZZ
d

,

ΩΛ = (C(IR+, IRn))Λ;

We consider in ΩĪ the spatial bi-filtration IFĪ defined by the traces of IF in
ΩĪ . Thus IFĪ = ((F̂I)Λ, (FĪ)Λ)Λ∈S , where

(F̂I)Λ = ΩĪ ∩ F̂Λ×I (10)
(FI)Λ = ΩĪ ∩ FΛ×I (11)

We’ll use also the following projections in space-time (resp. space, resp.
time) defined on Ω with values in ΩΛ,Ī (resp. in ΩĪ , resp. in ΩΛ) :

XΛ,Ī = (Xk,t)k∈Λ,t∈Ī , XΛ,Ī(ω) = ωΛ,Ī ∈ ΩΛ,Ī ,

XĪ = XZZd,Ī , XĪ(ω) = ωĪ ∈ ΩĪ ,

XΛ = (Xk)k∈Λ, XΛ(ω) = ωΛ ∈ ΩΛ.

We also introduce the notation

QΛ,Ī = QoX−1
Λ,Ī
, QĪ = QoX−1

Ī
, QΛ = QoX−1

Λ .
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Here ω ∈ Ω and Q is a probability measure on (Ω,F).

We start with the following simple observation :
If Π is a IF-specification then, if V = Λ× I ∈ V,

ρV (ω′, f ′) = ΠV (ω, f ′oXĪ), ω
′ ∈ ΩĪ , f

′ ∈ b(FI)Λ (12)

with ω ∈ Ω chosen in such a way that ω∂V = ω′∂V , defines a local specification
ρ on the collection (ΩĪ , IFĪ)I in the following sense :
ρ = (ρV )V ∈V is a collection of quasi-Markovian kernels ρV from (ΩĪ , (FĪ)Λ)
in (ΩĪ , ∂(FĪ)Λ) having the following two properties (cf. γ) and δ) in Defini-
tion 2):

i) ∀f ′ ∈ b∂(FĪ)Λ,∀f ∈ b(FĪ)Λ

ρΛ×I(f ′f) = f ′ρΛ×I(f) ;

ii) ∀V ⊆ V ′, V = Λ× I, V ′ = Λ′ × I ′

ρV ′ρV = ρV ′ on (FI)Λ. (13)

We observe also that for each time interval I the collection ΠĪ = (ΠĪ,Λ)Λ∈S ,
defined by

ΠĪ,Λ(ω′, f ′) = ρΛ×I(ω′, f ′), ω′ ∈ ΩĪ , f
′ ∈ b(FĪ)Λ,

is a specification on (ΩĪ , IFĪ). For a proper understanding of the situation
we remark here that ΠĪ is a specification indexed by the spatial parameter
Λ ∈ S. But the dependance of ΠĪ,Λ(ω′, f ′) of the variable ω′ is more complex
than that of a specification in space (see section 1.3). It depends also on the
boundary values in time ω′Λ,∂I and not only on ω′Λc ! Moreover we have

Lemma 3 If Π is an IF-specification and Q ∈ G(Π), then for each time
interval I QĪ ∈ G(ΠĪ), that is the time restriction of a space-time Gibbs
state remains a Gibbs state.

The next proposition gives a condition under which the converse state-
ment is also true.

Proposition 2 Let ρ = (ρV )V ∈V be a local specification on (ΩĪ , IFĪ)I and
Q be a probability measure on (Ω,F) such that, for each time interval I,
QĪ ∈ G(ΠĪ). Then

ΠV (ω, f ′oXĪ) = ρV (ωĪ , f
′), ω ∈ Ω, f ′ ∈ b(F Ī)Λ , (14)

defines a specification Π on (Ω, IF). Moreover Q ∈ G(Π), if additionally Q
satisfies the following (two-sided time) Markov property :

∀V ∈ V, ∀f ∈ bFV , EQ(f | F̂V ) = EQ(f | ∂̃FV ) a.s. (15)

Here ∂̃FΛ×I =
∨

Λ′⊇Λ ∂Λ′×IFΛ×I = X−1
Ī

((F̂Ī)Λ).
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Proof :

It is obvious that Π is a specification on (Ω, IF). If now Q is a probability
on (Ω,F) such that QĪ ∈ G(ΠĪ) for each interval I, then

∀V ∈ V, ∀f ∈ bFV , Q(f | ∂̃FV ) = ΠV (., f) Q− a.s.

Therefore the two-sided Markov property (1.11) of Q immediately implies
Q ∈ G(Π).

Proposition 2 suggests to construct IF-specifications by means of local
specifications ρ on (ΩĪ , IFĪ)I , which in turn should be constructed using the
Gibbsian prescription. Thus we are now looking for a suitable local reference
specification and Hamiltonians.

1.4.2 Local reference specifications.

We now discuss the basic example of a local specification on (ΩĪ , IFĪ)I , which
will serve as a reference in the following.

Example 2 : Let V = Λ× I ∈ V where I =]a, b[ and consider

ρ0
V (ω, f) =

∫
ΩΛ,Ī

f(ηωΛc) ⊗
k∈Λ

P
ωk,a,ωk,b

Ī
(dη),

where ω ∈ ΩĪ , f ∈ b(FĪ)Λ. Here P x,y
Ī

denotes the Brownian bridge between
x and y on Ī.
It is clear that each ρ0

V is a Markovian kernel from (ΩĪ ,FĪ,Λ) in (ΩĪ , ∂FĪ,Λ)
having property i) of a local specification. We’ll see now that the compati-
bility property (equality (1.11)) holds true too :

Let V ⊆ V ′, V = Λ×]a, b[ V ′ = Λ′×]a′, b′[, f ∈ bFĪ,Λ and ω ∈ ΩĪ . Then∫
ΩĪ′

ρ0
V (ω′, f)ρ0

V ′(ω, dω′)

=
∫
ΩΛ′,Ī′

ρ0
V (ηωΛ′c , f) ⊗

k∈Λ′
P

ωk,a′ ,ωk,b′

Ī′
(dη)

=
∫
ΩΛ′,Ī′

∫
ΩΛ,I

f(ξηΛcωΛ
′c) ⊗

`∈Λ
P

η`,a,η`,b

Ī
(dξ) ⊗

k∈Λ′
P

ωk,a′ ,ωk,b′

Ī′
(dη)

It is sufficient to consider only functions f of the form

f = (f1 ◦XΛ)(f2 ◦XΛ′\Λ)(f3 ◦XΛ′c)

Then, using obvious properties of the underlying Brownian motion, the last
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integral equals∫
ΩΛ′,Ī′

⊗
`∈Λ

P
η`,a,η`,b

Ī
(f1 ◦XΛ)f2(ηΛc)f3(ωΛ′c) ⊗

k∈Λ′
P

ωk,a′ ,ωk,b′

Ī′
(dη)

= f3(ωΛ′c)
∫
ΩΛ′,Ī′

( ⊗
`∈Λ

P
η`,a,η`,b

Ī
)(f1 ◦XΛ) ⊗

k∈Λ
P

ωk,a′ ,ωk,b′

Ī′
(dη)∫

ΩΛ′,Ī′
f2(ηΛc) ⊗

k∈Λ′\Λ
P

ωk,a′ ,ωk,b′

Ī′
(dη)

= f3(ωΛ′c)
∫
ΩΛ′,Ī′

f1(ηΛ)f2(ηΛc) ⊗
k∈Λ′

P
ωk,a′ ,ωk,b′

Ī′
(dη)

= ρ0
V ′(ω, f),

so equality (1.11) is verified.

Remark 4 Given F denote by F̂Ī the bifiltration in ΩĪ which is defined via
(1.8) and (1.9) by the bifiltration F̂. We know from Proposition 2 that, if
ρ = (ρV )V ∈V is a local F̂Ī-specification, then (ΠV )V , as defined by (1.12),
is a F̂-specification.

We want to remark here that an inspection of the reasoning in example
2 shows that ρ0 can also be considered as an F̂Ī-specification and thus in-
duces via (1.12) an F̂-reference specification Π0 which has finite range with
respect to F. Thus if we have also an F-Hamiltonian we can construct the
F̂- specification ΠH having finite range with respect to F. Any Q ∈ G(Π)
then is a Markov field with respect to F.

This remark will be used in connection with Proposition 1 in the third
part of the paper.

1.4.3 Potentials and Hamiltonians in space-time.

Let IF be the bi-filtration in Ω defined by (1.5), (1.6). Hamiltonians on
(Ω, IF) are given by space-time potentials in the sense of

Definition 5 Let Φ = (ΦV )V ∈V be a collection of functions ΦV : Ω → IR ∪
{+∞}.
Φ is called a potential on Ω, if

α) ΦV is BV -mesurable for each V ∈ V, where BV : = σ(Xk,t ; (k, t) ∈
V ).

β) Φ is additive in time, i.e.

∀Λ, ∀I ⊆ I ′, ∃Φ(Λ,I′,I) : Ω → IR ∪ {+∞} ,

measurable with respect to BΛ×I′\I such that

ΦΛ×I′ = ΦΛ×I + Φ(Λ,I′,I) .
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We say that Φ has range R, if

∀V = Λ× I ,∀Λ′ : Λ′ ∩ Λ 6= ∅,Λ′ ∩
=
ΛR

c
6= ∅,ΦΛ′×I ≡ 0

Here 0 < R ≤ +∞ is given and
=
ΛR= Λ ∪ ∂Λ where the frontier of Λ is

defined like in section 1.2 by

∂Λ = {k /∈ Λ: d(k,Λ) < R}.

The space-time potential Φ generates the following space-time Hamilto-
nian:

HΛ×I =
∑

Λ′:Λ′∩Λ6=∅
ΦΛ′×I .

Example 3 Let ϕ = (ϕΛ)Λ∈S be a spatial potential on (IRn)ZZ
d

as defined
in section 1.2. Then

ΦΛ×I(ω) =
{ ∫

I ϕΛ(ωs)ds, if
∫
I

∣∣ϕΛ(ωs)
∣∣ds < +∞

+∞ otherwise.
(16)

defines a space-time-potential on Ω. If ϕ has range R then also Φ. The
associated space-time Hamiltonian is equal to :

HΛ×I(ω) =
∫

I

∑
Λ′:Λ′∩Λ6=∅

ϕΛ′(ωs)ds.

1.4.4 Gibbs states in space-time.

Let ρ0 = (ρ0
V )V ∈V be the local specification on (ΩĪ , IFĪ)I of example 2 in

section 1.4.2 and consider the corresponding specification on (Ω, IF), defined
like in Proposition 2 by

Π0
V (ω, f ′ ◦XĪ) = ρ0

V (ωĪ , f
′), ω ∈ Ω, f ′ ∈ b(F Ī)Λ .

Moreover, let H = (HV )V ∈V be a Hamiltonian on (Ω, IF). We know from
Proposition 2 and Theorem 1 that ΠH is a IF-specification.

In the following sections we consider, for H chosen in a particular way, the
set G(ΠH) of Gibbs states Q on (Ω, IF). Our aim will be to give in this case a
description of G(ΠH) in terms of stochastic processes indexed by continuous
time in IR+ and state space IRZZd

. In particular we are interested in the
existence problem (i.e. G(ΠH) 6= ∅ ) and the problem of phase transition
(i.e. cardG(ΠH) > 1 ). We do not touch in this paper the uniqueness
problem (i.e. cardG(ΠH) = 1 ).

13



2 Gibbs states in space-time and infinite dimen-
sional diffusions

In this section we consider the case where n = 1 and replace V by the
sub-class V0 of all Λ× I ∈ V with I =]0, b[, b > 0.

Our aim is now to construct a large class of Gibbs states in G(H,Π0),
where Π0 is the reference specification built on Brownian bridges (see exam-
ple 2) and a special Hamiltonian H to be specified a bit later. Candidates
for such Gibbs states are laws of infinite dimensional stochastic gradient
systems in view of the Girsanov theorem. They are defined in the following
way :

Let φ be a pair potential on IRZZd
(i.e. satisfying φ∧ ≡ 0 if cardΛ > 2,

Λ ⊂ ZZd) ; we use in the following the notations φk =: φ{k} and φk` =: φ{k,`},
k, ` ∈ ZZd, k 6= `. We suppose that the associated hamiltonian

hΛ(y) =
∑
k∈Λ

φk(yk) +
∑

{k,`}∩Λ6=∅
φk`(yk, y`) (17)

is well defined for each Λ finite subset of ZZd and y ∈ IRZZd
.

We define now an infinite dimensional gradient system by the following
stochastic dynamics :{

dXk,t = dWk,t − 1
2∇khk(X.,t)dt, k ∈ ZZd

X.,0
(L)
= ν

(18)

where (Wk)k is a family of independent Brownian motions with initial value
0, and is also independent from (X.,0). To solve (18) it is necessary to assume
that h and the initial law ν satisfy some regularity properties. We adopt the
general situation presented in [CRZ], where φ is an unbounded finite-range
interaction and ν is a tempered measure with polynomial moments. More
precisely, under the following assumptions :

14





α) ∃K > 0, sup
k

∣∣φ′k(0)
∣∣ ≤ K,φ′′i ≥ −K

β) ∀k ∈ ZZd, φ′k has at most polynomial increasing of degree p
γ) ∀` ∈ ZZd, sup

k∈ZZd

∣∣∣ ∂
∂xk

φk`(0, 0)
∣∣∣ < +∞

δ) sup
k 6=`

∣∣∣ ∂2

∂x`∂xk
φk`(0, 0)

∣∣∣ < +∞, ∂2

∂x2
k
φk` ≥ −qk` where qk` ≥ 0,

and sup
k

∑
`

qk` < +∞

ε) ∃p > 0, (
∫
x2p

k ν(dx))k∈ZZd ∈ S ′(ZZd) where

S ′(ZZd) = {(yk)k ∈ IRZZd
,∃q ∈ IN

∑
k

(
∣∣k∣∣+ 1)2q

∣∣yk

∣∣2 < +∞},

(tempered sequences on ZZd)
(19)

there exists a unique strong solution for the system (18). Furthermore the
process (Xk,t)k,t takes value in S ′(ZZd) and has bounded polynomial moments
(cf.[Sh-Sh] Theorem 4.2).

We denote byQν the law of the solution of the system (2.2). Our question
now is the following : Does Qν have a Gibbsian structure?

We first recall (section 2.1) the main result of [CRZ], that, when ν is
Gibbsian, Qν , restricted to any bounded time interval Ī = [0, b] has a spatial
Gibbsian structure in the DLR-sense of example 1 section 1.3 with respect
to a reference specification built on the Wiener measure on Ī with initial
distribution µk denoted by (Pµk

Ī
)k, the pure spatial bifiltration IFĪ defined

in section 1.3, and a Hamiltonian H̃ which is explicitely defined with help of
the dynamical potential φ and the potential ϕ̃ associated to ν. In a second
step (section 2.2) we prove our main result which says that even globally
in time, i.e. on the full time interval IR+ (IR in the stationnary case), Qν

has a Gibbsian structure, but now in the space-time sense of section 1.4,
where the Hamiltonian consists of the space-time dynamical part of H̃ and
the reference specification is built on Brownian bridges.

2.1 The case of a fixed compact time interval Ī = [0, b].

Let ϕ̃ be a potential on IRZZd
with associated hamiltonian h̃ such that the

set G(h̃, (µk)k∈ZZd) of (space)-Gibbs measures on IRZZd
built on (µk)k∈ZZd and

h̃ (see section 1.3) contains at least one element.
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Theorem 2 ([CRZ] Theorem 4.15) Under the assumptions (19) made on
φ and ν the following assertions are equivalent for a law Q on ΩĪ :
(i) Q = Qν

Ī
, i.e. Q is the law of X, solution of (2.2) in the interval Ī with

initial law ν ∈ G(h̃, (µk)k).
(ii) Q ∈ G(H̃, (Pµk

Ī
)k), where H̃ = (H̃Λ×I)Λ⊂ZZd is a space IF-Hamiltonian,

which has the following structure : for Λ ⊂ ZZd, ω ∈ ΩĪ

H̃Λ×I(ω) = HΛ×I(ω) +Hbd
Λ×I(ω)

where
HΛ×I(ω) =

∫
I

∑
Λ′:Λ′∩Λ6=∅,cardΛ′=1,2,3

ϕΛ′(ωs)ds

and

Hbd
Λ×I(ω) =

∑
Λ′:Λ′∩Λ6=∅

(
1
2
φΛ′(ωb)−

1
2
φΛ′(ω0) + ϕ̃Λ′(ω0)

)
.

ϕ is the following three-body interaction :

• ϕ{k}(yk) = −1
4∆kφk(yk) + 1

8(∇kφk)2(yk)
• ϕ{k,`}(yk, y`) = −1

4(∆k + ∆`)φk,`(yk, y`) + 1
4(∇kφk(yk)∇kφk,`(yk, y`)

+∇`φ`(y`)∇`φk,`(yk, y`))− 1
8((∇kφk,`)2 + (∇`φk,`)2)(yk, y`)

• ϕk,`,m(yk, y`, ym) = −1
4(∇kφk,`(yk, y`)∇kφk,m(yk, ym) +∇`φk,`(yk, y`)

∇`φm,`(ym, y`) +∇mφk,m(yk, ym)∇mφm,`(ym, y`))
• ϕΛ ≡ 0 otherwise

(20)

We compute a concrete example in section 2.3.

2.2 The case of the unbounded time interval IR+.

We are now able to state our main result.

Theorem 3 i) Under the assumptions (19), for any initial condition ν ∈
G(h̃, (µk)k) the full path measure Qν is a space-time Gibbs measure element
of G(H,Π0), where H = (HΛ×I)Λ⊂ZZd,I=]0,b[, 0 < b < +∞ is the space-time
Hamiltonian given above and Π0 is the reference specification built on Brow-
nian bridges (introduced in section 1.4.2) .
ii) If the initial condition ν belongs to G(h, (dxk)k), the path measure is
stationnary (even reversible), and hence the process can be prolonged to neg-
ative time. Then, denoting its distribution on IR by Qν as before, we have
that Qν ∈ G(H,Π0), where H = (HΛ×I)Λ⊂ZZd,I=]a,b[,−∞ < a < b < +∞ .

Proof : i) 1) For each time interval I =]0, b[, Qν
Ī

is the law of the solution
of (18) on the interval Ī. Theorem 2 thus implies that Qν

Ī
∈ G(H̃, (Pµk

Ī
)k).
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Thus Qν
Ī

is a Gibbs state in space in the usual DLR-sense. We now want
to use Proposition 2. Thus the question is wether Qν

Ī
is also a Gibbs state

specified by some ΠĪ , where ΠĪ is derived from some local specification ρ
on (ΩĪ , IFĪ)Ī .

2) The construction of ρ is as follows. We start with the local specifica-
tion ρ0 of example 2, consider the corresponding IF-specification Π0, defined
by (1.10), and construct with help of H via Theorem 1 the corresponding
IF-specification ΠH . ρ is finally defined by ΠH via (1.12). We consider now
ΠH

Ī
. To use Proposition 2 we must show that Qν

Ī
∈ G(ΠH

Ī
).

This will be done by desintegrating the Gibbs state Qν
Ī
∈ G(H̃, (Pµk

Ī
)k)

with respect to the projection on ∂I = {0, b}, denoted by X∂I(ω) = ω∂I . To
write this proof we use the following simplified notations :

Q = Qν
Ī , ν

′ = QoX−1
∂I , µ

′
k = Pµk

Ī
oX−1

∂I , µ
′
Λ = ⊗

k∈Λ
µ′k .

Let g ∈ b(F̂Ī)Λ be of the form g = g1g2, where g1(ω) = g1(ωΛc), g2(ω) =
g2(ωΛ,∂I) and let f ∈ b(FĪ)Λ.

Then

EQ(gf) = EQ

[
g1(ωΛc)

1

ZH̃
Λ (ωΛc)

∫
f(ξωΛc)g2(ξ∂I)

exp−H̃Λ(ξωΛc)
(
⊗

k∈Λ
Pµk

Ī

)
(dξ)

]
(21)

Now desintegrate Pµk

Ī
with respect to the projection X∂I and Q with respect

to XΛc,∂I :

Pµk

Ī
=

∫
IR2

P yk

Ī
µ′k(dyk)

Q =
∫
QyΛcν ′Λc(dyΛc).

Using this we get equality of (21) with∫∫
g1(ωΛc)

1

ZH̃
Λ (ωΛc)

∫∫
f(ξωΛc)g2(yΛ)

exp−H̃Λ(ξωΛc)
(
⊗

k∈Λ
P yk

Ī

)
(dξ)µ′Λ(dyΛ)QyΛc (dωΛc)ν ′Λc(dyΛc) (22)

We observe here that equality of (21) and (22) implies, choosing f ≡ 1 and
g1, g2 depending only on ω∂I , the following quasi Gibbsian structure of ν ′ :

ν ′Λ(dyΛ/yΛc) = ρΛ(y) · µ′Λ(dyΛ) ν ′Λc − a.s.[yΛc ], (23)

where

ρΛ(y) =
∫

1

ZH̃
Λ (ωΛc)

∫
exp−H̃Λ(ξωΛc)

(
⊗

k∈Λ
Pµk

Ī

)
(dξ)QyΛc (dωΛc).
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Observe here that ρΛ(y) is (ν ′ − a.s.) strictly positive, therefore ν ′Λ(·/yΛc)
and µ′Λ are (ν ′ − a.s.) equivalent.

We thus can replace in (22) µ′Λ(dyΛ) by 1
ρΛ(y)ν

′(dyΛ/yΛc) and obtain :∫∫∫
g1(ωΛc)g2(yΛ)

1

ZH̃
Λ (ωΛc)

1
ρΛ(y)

∫
f(ξωΛc)

exp−H̃Λ(ξωΛc)
(
⊗

k∈Λ
P yk

Ī

)
(dξ)QyΛc (dωΛc)ν ′Λ(dyΛ/yΛc)ν ′Λc(dyΛc)

which in turn equals

EQ

[
g1(ωΛc)g2(ωΛ,∂I)

1

ZH̃
Λ (ωΛc)

1
ρΛ(ω∂I)∫

f(ξωΛc) exp−H̃Λ(ξωΛc)
(
⊗

k∈Λ
P

ωk,∂I

Ī

)
(dξ)

]
(24)

Finally, we observe that H̃Λ(ω) = HΛ(ωI) + Hbd
Λ (ω∂I) which implies that

(24) equals

EQ

[
g(ω)

1

ZH̃
Λ (ωΛc)

1
ρΛ(ω∂I)

exp−Hbd
Λ (ω∂I)∫

f(ξωΛc) exp−HΛ(ξωΛc)
(
⊗

k∈Λ
P

ωk,∂I

Ī

)
(dξ)

]
(25)

The equality of (21) and (25) for each g thus gives, for Q a.s.ω,

EQ(f/(F̂Ī)Λ)(ω) = cte(ωΛc , ω∂I)
∫
f(ξωΛc) exp−HΛ(ξωΛc)

(
⊗

k∈Λ
P

ωk,∂I

Ī

)
(dξ)

i.e. Q ∈ G(ΠH
Ī

).
3) Next we observe that Qν

Ī
satisfies the 1-sided Markov property (see

theorem 3.6 [Do-Ro]) i.e. (X.,t)t≥0 is a (time) Markov process in the usual
sense. Then Qν

Ī
satisfies also the 2-sided Markov property, as shown in

the following Lemma 4. Thus we can apply Proposition 2 to conclude that
Q ∈ G(H,Π0).

Lemma 4 If a probability measure Q on (Ω,F) satisfies the one-sided Markov
property then also the two-sided Markov property.

Proof : Let f ∈ bFV and g ∈ bF̂V of the form g = h1g1kg2h2 where
g1 ∈ bBZZd×{a}, g2 ∈ bBZZd×{b}, h1 ∈ bBZZd×]0,a], h2 ∈ bBZZd×]b,∞[, k ∈ bBΛc×Ī .
The σ-algebras BV had been defined in Definition 5.

Then using the equivalence of the left-sided and the right-sided Markov
property several times we get
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Q(h1g1kfg2h2) = Q(h1g1kfg2Q(h2 | BZZd×{b}))

= Q(Q(h1 | BZZd×{a})g1kfg2Q(h2 | BZZd×{b}))

= Q(Q(h1 | BZZd×{a})g1kQ(f | ∂̃FV )g2Q(h2 | BZZd×{b}))

= Q(h1g1kQ(f | ∂̃FV )g2h2)

This shows that the two-sided Markov property (equality (1.11)) is true.
The proof of ii) is obvious.

Let us remark that in the above result of Theorem 3 i) the initial param-
eters (h̃ and µk) disappear in the space-time Gibbsian description of Qν . It
means that, for φ fixed, all the laws Qν when ν describes the (large!) set
of Gibbsian measures on IRZZd

belong to the same set G(H,Π0). It is then
reasonable to restrict our attention to the case ii), i.e. to stationnary, or
even reversible space-time Gibbsian fields.

Then Theorem 3 exhibits an injection from the set G(h, (dxk)k) of Gibb-

sian measures on the configuration spaces IRZZd
, which correspond to the

time projection of the states on Ω, into the set Gr(H,Π0) of reversible Gibb-
sian states on Ω associated to the Hamiltonian functionalH. Thus, Gr(H,Π0)
is non empty if G(h, (dxk)k) is non empty. Moreover, in situations when
phase transition of Gibbsian measures associated to h is known, we derive
precise informations on the level of path space. This idea is developped in
the next paragraphs 2.3 and 2.4.

In order to obtain a bijection between the sets G(h, (dxk)k) and Gr(H,Π0)
we should prove some converse statement to Theorem 3 ii). This is one
of the topics presented in [DP-R-Z]. In this paper, a Gibbs variational
principle is proved - in the context of space-time invariant processes - to show
that space-time Gibbs state in Gr(H,Π0) are weak solutions of stochastic
differential equations like (2.2), under the asumption that the hamiltonian
h is a bounded perturbation of a suitable self potential. Unfortunately, in
the example 2.3 below, we can not use these results since the pair interaction
φ

(ε)
k,` is unbounded on IR2.

2.3 An example of a reversible Gibbs state.

Let φ(ε) be the following pair potential on IRZZd
:{

φ
(ε)
k (yk) = P(yk),
φ

(ε)
k,`(yk, y`) = εc|`−k|yky`, k, ` ∈ ZZd, k 6= `

(26)

where P is a convex polynomial function, and c ∈ S ′(ZZd) .
It is well known that, for ε small enough, the set G(h(ε), (dxk)k)) contains
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a unique space Gibbs measure (h(ε) is the Hamiltonian associated to the
potential φ(ε)).

We then immediately derive the following example.

Proposition 3 Let H(ε) be the reversible Hamiltonian on the path space Ω
defined by taking φ = φ(ε) in (2.4). Then, for ε small enough, Gr(H(ε),Π0)
contains at least one Gibbsian field, the law of the unique reversible process
solution of (18).

In this example, since φ(ε) is a small perturbation of the self interaction
P, H(ε) comes from a small pair interaction perturbation Φ(ε) with the
following decomposition as in the formula (1.14) :

Φ(ε)
Λ×I(X) =

∫
I
ϕ

(ε)
Λ (XΛ,s)ds (27)

where

• ϕ(ε)
{k}(yk) = ϕ

(0)
{k}(yk) = −1

4P
′′(yk) + 1

8P
′(yk)2 + ε2

8

 ∑
j 6=0

c2|j|

 y2
k

• ϕ(ε)
{k,`}(yk, y`) = ε

2c|`−k|(P ′(yk)y` + P ′(y`)yk) + ε2

4

 ∑
j 6=`,k

c|`−j|c|k−j|

 yky` for k 6= `

• ϕ(ε)
Λ ≡ 0 otherwise

2.4 An example of a phase transition

In [Ne], Nelson affirms that the set G(hα, (dxk)k) contains more than one
element if α is large enough. Here hα is the Hamiltonian derived from the
following pair potential :{

φ
(α)
k (yk) = y4

k − αy2
k

φ
(α)
k,` (yk, y`) = 1

2(y` − yk)2 if |k − `| = 1 and 0 otherwise
(28)

It means that the convexity of y4 is too much perturbated by the term −αy2.
It induces the following phase transition behavior on the path level :

For α large enough, the set Gr(Hα,Π0) contains more than one reversible
Gibbsian field, where Hα is the time reversible Hamiltonian on Ω defined by
equation (2.4) with φ = φ(α) given in (2.12).

2.5 A remark on the Martin boundary

We just gave two examples of IF-specifications ΠH on Ω = C(IR, IR)ZZ
d

for
which the set of Gibbs state G(ΠH) is non void. Taking into account that
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Ω is a standard Borel space we thus can apply the general Martin-Dynkin
boundary theory (see [Foe2] and [Pre]). This theory implies the existence
of a probability kernel ΠH

∞ : Ω×F → IR+ with the following properties :
i) each ΠH

∞(·, F ), F ∈ F is measurable with respect to the tail field
F̂∞ =

⋂
V ∈V

F̂V

ii) each ΠH
∞(ω, ·), ω ∈ Ω, is an extremal element of G(ΠH).

Thus each ΠH
∞(ω, ·) is trivial on the tail field, or equivalently has short range

correlations (with respect to (F̂V )V ∈V). This means

Given any F ∈ F and ε > 0, then there exists V ∈ V with∣∣∣ΠH
∞(ω, F ∩ F ′)−ΠH

∞(ω, F ) ·ΠH
∞(ω, F ′)

∣∣∣ < ε for all F ′ ∈ F̂V . (29)

ΠH
∞ can be expressed by means of the specification (ΠH

V )V ∈V as follows : if
(Vn)n is a countable base in V then there exist E ∈ F̂∞ such that Q(E) = 1
for all Q ∈ G(ΠH) and

lim
n

ΠH
Vn

(ω, ·) = ΠH
∞(ω, ·), ω ∈ E. (30)

To say it in another way, for all ω /∈ N , where N is G (ΠH)-negligeable in
F̂∞, (30) is true.

3 Gibbs states in space-time and
cluster expansion

Another approach to the problem of the construction of space-time Gibbs
states makes use of cluster expansion techniques. It is a powerful theory, for
example when the considered model is a small modification of independent
fields. In this section we study two systems which modelize infinitely many
anharmonical oscillators with a (small) interaction on the lattice ZZd. We
present cluster representations of the partition functions and obtain exis-
tence and regularity properties of the limiting fields. Let us also quote the
work of Jona-Lasinio and Sénéor [JL-S] in which the authors use space-time
cluster expansion to compute asymptotic properties of diffusion processes.
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3.1 The first model : a small quadratic perturbation of a
free field

3.1.1 Its space-time specifications

Consider the polynom P1 on IR :

P1(z) = z2r +
2r−2∑
j=1

αjz
j , αj ∈ IR, r ∈ IN, r > 1 (31)

and the associated Schrödinger operator on L2(IR, dz)

Af(z) = −1
2
d2

dz2
f(z) + P1(z)f(z) .

It is a self adjoint operator which admits a smallest eigenvalue λ0. Let e−
1
2
ϕ0

the unique associated normalized strictly positive eigenvector. Denote by
µ0 the probability measure on IR :

µ0(dz) = e−ϕ0(z)dz. (32)

It is the unique invariant (and also time reversible) probability mea-
sure for the one-dimensional diffusion, solution of the following stochastic
differential equation :

dXt = dWt −
1
2
∇ϕ0(Xt)dt, t ∈ IR (33)

We denote by P̃ the law on C(IR, IR) of this reversible diffusion process
X. With this time stationary measure, we can construct a free field in
the following way. As a local reference specification on Ω = C(IR, IR)ZZ

d
,

generalizing example 2 of section 1.4.2, we consider for V = Λ × I,Λ ⊂
ZZd, I =]a, b[,−∞ < a < b < +∞, ω ∈ Ω,

Π̃0
V (ω, foXĪ) =

∫
ΩΛ,Ī

f(ηωΛc)(⊗k∈ΛP̃
ωk,a,ωk,b

Ī
)(dη) (34)

where P̃ x,y
Ī

denotes the bridge of the diffusion solution of (3.3) between x
and y on Ī.

As a natural Gibbsian modification of this free field we introduce as
interaction between the coordinates a small nearest neighboor quadratic in-
teraction (cf. example 3 in section 1.4.3); the associated space-time Hamil-
tonian then satisfies, for Λ ⊂ ZZd, I =]a, b[,−∞ < a < b < +∞,

H
(ε)
Λ×I(ω) = ε

∫
I

∑
k,l∈Λ
|k−l|=1

ωk,sωl,sds+ ε

∫
I

∑
k∈Λ,l∈Λc

|k−l|=1

ωk,sωl,sds. (35)

We are now able to state our main result in this section :
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Theorem 4 For ε small enough, there exists a space-time Gibbs measure
Q in G(H(ε), Π̃0). This measure admits a cluster expansion and is invariant
with respect to any space-time translation. Moreover it satisfies the property
of short range correlations.

The proof of this theorem is based on the following convergence result.

Let Vn = Λn × In be an increasing sequence of sets in ZZd × IR which tends
to ZZd × IR when n tends to infinity. Let ∂Vn be the space-time boundary
of Vn as defined in section 1.4.1.

Lemma 5 For a fixed ω ∈ Ω, let Qω∂Vn
n be the probability on ΩΛn,In indexed

by the boundary conditions ω∂Vn defined by :

Q
ω∂Vn
n (dη) =

1
Zε

Vn
(ω∂Vn)

exp−H(ε)
Vn

(ηω∂Vn)(⊗k∈ΛnP̃Īn
)(dη)

=
1

Zε
Vn

(ω∂Vn)

∫
exp−H(ε)

Vn
(ηω∂Vn)(⊗k∈ΛnP̃

xk,yk

Īn
)(dη)⊗k∈Λn µ

n(dxk, dyk)

where µn = P̃ oX−1
∂In

. If

lim
n
Q

ω∂Vn
n (f) =: Q(f), f ∈ bFloc

then the weak limit Q belongs to G(H(ε), Π̃0).

Proof : The proof is a direct application of Proposition 1 in connection
with Remark 4, which implies that ΠH(ε)

is not only an IF-specification but
even an ÎF-specification.

So, we will now compute the limit of (Qω∂Vn
n )n for the special boundary

conditions ω∂Vn ≡ 0. For simplicity we note

Qn =: Q0
n.

The next paragraphs are devoted to the proof of the convergence of Qn

which is based on the method of cluster expansion. Technical details are
contained in [Mi-Ve-Za] where the limit Gibbs state for quantum crystal is
constructed. Here, we sketch the important steps of the proof since we will
use them in section 3.2 as a basis for the study of the more complicated
Gibbsian modification of the free field Π̃0 by the interaction given in (2.11).

3.1.2 The cluster representation of statistical sums

Let a > 0 be a real number which we will choose later and ZZa ⊂ IR the
one-dimensional lattice with step length a.
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Let us denote by Ij = [ja, (j + 1)a], j ∈ ZZ, time intervals of length a.
Let

ZZd+1
a = ZZd × ZZa

be a space-time lattice with scale a for the time. We call temporal edge in
ZZd+1

a edges of the following type :

btemp = [(k, ja), (k, (j + 1)a)] ≡ (k, Ij), k ∈ ZZd .

We call by plaquette on the interval Ij the following pair of neighbours of
temporal edges

�k,`
j ≡ {(k, Ij), (`, Ij)}

if k, ` ∈ ZZd are neighbours, i.e. |k − `| = 1
For every set B = {btemp} of temporal edges we denote by [B] ⊂ ZZd+1

a

the full set of vertices of btemp ∈ B. We assume that the time interval I is
of the form

I = [−Na,Na] =
N−1⋃

j=−N

Ij

For any collection of values {yj , j ∈ {−N, . . . , N}} ∈ IR2N+1 we introduce
the conditional distribution

P̃Ī( /Xja = yj , j = −N, . . . , N)

which is obtained by fixing the values of the process (Xt)t∈I (solution of
(33)) at each time {ja, j = −N, . . . , N}.

Since the process Xt is Markovian, we have :

P̃Ī( /Xja = yj , j = −N, . . . , N) = ⊗N−1
j=−N P̃

yj ,yj+1

Īj
. (36)

Let us denote by p0({yj}j=−N,...,N ) the density with respect to⊗N
j=−Nµ0(dyj)

of the joint distribution of (Xja, j = −N, . . . , N). By the Markov property,

p0({yj}j=−N,...,N ) =
N−1∏

j=−N

p0
a(yj+1/yj) (37)

where p0
a(y/x) is the density of the transition probability from x to y during

a time length a.
With these notations, one can write the partition functions Zε

V as follows,
for V = Λ× I,

Zε
V =:

∫
Ω

exp
(
−H(ε)

V (ωV 0∂V ) ⊗
k∈Λ

P̃Ī(dωk)

=
∫
IR|Λ|(2N+1)

ZV (yV )
∏
k∈Λ

p0({yk,j})⊗N
j=−N µ0(dyk,j) (38)
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where yV = {yk,j , (k, j) ∈ Λ × {−N, . . . , N}} are the possible values of the
paths XΛ,Ī at the points (k, ja) ∈ ZZd+1

a , k ∈ Λ, j ∈ {−N, . . . , N}.
By the Markov property,

ZV (yV ) =
N−1∏

j=−N

∫ ∏
k,`∈Λ
|k−`|=1

exp
(
−ε
∫

Ij

ωk,sω`,sds
)
P̃

yk,j ,yk,j+1

Īj
(dωk).

Furthermore,∏
k,`∈Λ
|k−`|=1

exp−ε
∫

Ij

ωk,sω`,sds =
∏

k,`∈Λ
|k−`|=1

(
1 + exp

(
−ε
∫

Ij

ωk,sω`,sds
)
− 1
)

= 1 +
∑
Γj

∏
�k,`

j ∈Γj

(
exp
(
−ε
∫

Ij

ωk,sω`,sds
)
− 1
)

(39)

= 1 +
∑
s≥1

∑
γj
1 ,...,γj

s

s∏
m=1

∏
�k,`

j ∈γj
m

(
exp
(
−ε
∫

Ij

ωk,sω`,sds
)
− 1
)

where the summation
∑
Γj

takes into account all non empty, non ordered

collections of plaquettes Γj = {�k,`
j } on the interval Ij such that {k, `} ⊂ Λ,

and the summation
∑

γj
1 ,...,γj

s

takes into account all non empty collections of

pairwise non intersecting, connected sets γj
m of such plaquettes. γ is called

a contour. Thus, from (39), ZV (yV ) becomes :

ZV (yV ) =
N−1∏

j=−N

(
1 +

∑
s≥1

∑
γj
1 ,...,γj

s

s∏
m=1

∫ ∏
�k,`

j ∈γj
m

(40)

(
exp
(
−ε
∫

Ij

ωk,sω`,sds
)
− 1
)
P̃

yk,j ,yk,j+1

Īj
(dωk)

)
On the other side, from (37) and (38) :

Zε
V =

∫ ∏
k∈Λ

N−1∏
j=−N

p0
a(yk,j+1/yk,j)ZV (yV ) ⊗

k∈Λ
j=−N,...,N

µ0(dyk,j)
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Here also we can rewrite, for k ∈ Λ fixed, the product :

N−1∏
j=−N

p0
a(yk,j+1/yk,j) =

N−1∏
j=−N

(
1 + p0

a(yk,j+1/yk,j)− 1
)

= 1 +
∑
τk

∏
Ij∈τk

n

(
p0

a(yk,j+1/yk,j)− 1
)

(41)

= 1 +
∑
p≥1

∑
τk
1 ...,τk

p

p∏
n=1

∏
Ij∈τk

(
p0

a(yk,j+1/yk,j)− 1
)

Here the summation
∑
τk

is over all non ordered collections {Ij} of different

intervals Ij , and the summation
∑

τk
1 ,...,τk

p

is over all pairwise non intersecting

collections of τk
n = (Ijn , Ijn+1, . . . , Ijn+r) of juxtaposition of Ij .

We can represent each sequence τk
n as a collection of temporal edges

τk
n = {(k, Ijn), . . . , (k, Ijn+r)}.

Let us now call an aggregate Γ a connected non empty collection

Γ = {γj1
1 , . . . , γ

js
s , τ

k1
1 , . . . , τ

kp
p } consisting of a collection of contours {γj1

1 , . . . , γ
js
s }

and a collection of sequence {τk1
1 , . . . , τ

kp
p } (one of them can be empty).

For each aggregate Γ we introduce a function XΓ(ω) which depends on
the values of ω ∈ Ω on the edges (k, Ij) ∈ Γ̄ where Γ̄ is the set of all temporal
edges which compose Γ (contours or sequences) :

XΓ(ω) =
s∏

m=1

∏
�k,`

jm
∈γjm

m

(
exp(−ε

∫
Ijm

ωk,sω`,sds)− 1
)

p∏
n=1

∏
(kn,Ij)∈τkn

n

(
p0

a(ykn,j+1/ykn,j)− 1
)

(42)

with yk,j = ωk,ja.
Now, for every collection η = {(k, Ij)} of temporal edges in ZZd+1

a , we in-
troduce the measure P̃ η on the space ⊗

(k,Ij)∈η
Ω{k},Īj

of pieces of trajectories

on the edges of η, by :

P̃ η(dωk,Ij
, (k, Ij) ∈ η) = ⊗(k,Ij)∈ηP̃

yk,j ,yk,j+1

Īj
(dωk)⊗(k,j)∈[η]µ0(dyk,j) (43)

Here [η] denotes the vertices of temporal edges from η. With these notations
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we can write from (42) and (43)

KΓ = :
∫

XΓ(ω)dP̃ Γ̄(ω) (44)

=
∫ s∏

m=1

∫ ∏
�k,`

jm
∈γjm

m

(
exp(−ε

∫
Ijm

ωk,sω`,sds)− 1
)

⊗
(k,ajm)∈[γ̄jm

m ]
P̃

yk,j ,yk,j+1

Īj
(dωk)

p∏
n=1

∏
(kn,Ij)∈τkn

n

(
po

a(ykn,j+1/ykn,j)− 1)⊗(k,ja)∈[Γ̄] µ0(dyk,j)

From (38), (40), (44) we obtain the following representation of Zε
V :

Zε
V = 1 +

∑
{Γ1,...,Γs}

s∏
i=1

KΓi , (45)

where the summation is taken over all non ordered, non empty collections
{Γ1, . . . ,Γs} of pairwise non intersecting aggregates Γi such that

[Γ̄i] ⊂ V = Λ× I ⊂ ZZd+1
a .

The representation (45) is called a cluster representation for Zε
V .

We need now to estimate the values of KΓ.

3.1.3 Cluster estimates

Proposition 4 Under suitable choice of the time scale a there exists some
constant λ(ε) (small if ε is small) such that the weight KΓ of the aggregate
Γ = {γj1

1 , . . . , γ
js
s , τ

k1
1 , . . . , τ

kp
p } satisfies the estimate :∣∣KΓ

∣∣ < λ(ε)|Γ| (46)

where |Γ| = card Γ̄ is the number of temporal edges which compose Γ.

To prove the above proposition we need the following abstract integration
lemma, which generalizes Hölder inequalities :

Lemma 6 Let (Ex, µx)x∈X be a family of spaces Ex with probability measures
µx, indexed by the elements x of some finite set X. Let also {fYi , Yi ⊂ X}
be a family of functions fYi on EX = ×

x∈X
Ex, indexed by subsets Yi of X in

such a way that, for any Yi,

fYi(E) = fYi(E|Yi
), E = {Ex ∈ EX} .
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Let nYi > 1 be numbers satisfying the following conditions :

∀x ∈ X,
∑
Yi3x

1
nYi

≤ 1. (47)

Then ∣∣∣∣∫
EX

∏
Yi

fYidµX

∣∣∣∣ ≤ ∏
Yi

(∫
EYi

|fYi |nYidµYi

)1/nYi

where µB = ⊗
x∈B

µx for any subset B ⊂ X.

Proof : cf [Mi-Ve-Za], Appendix A.

We use this lemma to estimate the average∫ ∏
�k,`

j ∈γj

(
e
−ε

∫
Ij

ωk,sω`,sds − 1
)
⊗(k,Ij)∈γ̄j P̃

yk,j ,yk,j+1

Īj
(dωk)

which appears in (44).
Here γj is some contour of plaquettes on the interval Ij . So we can ap-

ply Lemma 5 with X = γ̄j , E(k,Ij) = Ω{k},Īj
, µ(k,Īj)

= P̃
yk,j ,yk,j+1

Īj
(dωk), Yi =

�k,`
j ∈ γj , the plaquettes of the contour γj and f�k,`

j
= exp(−ε

∫
Ij
ωk,sω`,sds)−

1.
Every temporal edge (k, Ij) ∈ γ̄j appears in no more than 2d plaque-

ttes �k,`
j ∈ γj (d is the lattice dimension). Thus, if we attribute to every

plaquette a number n1 such that

2d
n1

≤ 1 (48)

we obtain (47). Hence, we can write∣∣∣∫ ∏
�k,`

j ∈γj

(
e
−ε

∫
Ij

ωk,sω`,sds − 1
)
⊗(k,Ij)∈γ̄j P̃

yk,j ,yk,j+1

Īj
(dωk)

∣∣∣
≤

∏
�k,`

j ∈γj

(∫ ∣∣∣e−ε
∫

Ij
ωk,sω`,sds − 1

∣∣∣n1

⊗k,` P̃
yk,j ,yk,j+1

Īj
(dωk)P̃

yl,j ,yl,j+1

Īj
(dωl)

)1/n1

≡
∏

�k,`
j ∈γj

F�k,`
j

(yk,j , yk,j+1, y`,j , y`,j+1) (49)

From (44), (49) we get the following estimate for KΓ :

|KΓ| ≤
∫ s∏

m=1

∏
�k,`

jm
∈γjm

m

F�k,`
jm

p∏
n=1

∏
(kn,Ij)∈τkn

n

|po
a(ykn,j+1/ykn,j)− 1| ⊗(k,ja)∈Γ̄ µ0(dyk,j) (50)
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In order to apply another time Lemma 6 we take X = [Γ̄], E(k,ja) = IR,
µ(k,ja) = µ0, Ym are either vertices of plaquettes �k,`

j from contours γ ∈ Γ
or vertices of interval Ij from sequences τ ∈ Γ.

Every vertex (k, ja) ∈ [Γ̄] appears in no more than 4d plaquettes from
Γ and in no more than 2 temporal edges from sequences τ of Γ. Assign to
plaquettes a number n1 and to temporal edges a number n2 such that

4d
n1

+
2
n2

≤ 1

then assumption (47) is satisfied. Then, by Lemma 6,

|KΓ| ≤
s∏

m=1

∏
�k,`

jm
∈γjm

m

[∫
IR4

Fn1

�k,`
jm

µ0(dyk,jm)µ0(dyk,jm+1)µ0(dy`,jm)µ0(dy`,jm+1)
]1/n1

p∏
n=1

∏
Ij∈τkn

n

[∫
IR2

∣∣∣p0
a(ykn,j+1/ykn,j)− 1

∣∣∣n2

µ0(dykn,j)µ0(dykn,j+1)
]1/n2

(51)

Taking n1 = 8d, n2 = 4, and denoting by

M1 = M1(a, ε) =[∫
IR4

F 8d
�k,`

j

µ0(dyk,j)µ0(dyk,j+1)µ0(dy`,j)µ0(dy`,j+1)
]1/8d

(52)

for some plaquette �k,`
j and

M2 = M2(a) =
[∫

IR2
|po

a(y2/y1)− 1|4µ0(dy1)µ0(dy2)
]1/4

(53)

it follows from (51)-(53), that

|KΓ| < M

(

s∑
m=1

|γjm
m |)

1 M

(

p∑
n=1

|τkn
n |)

2 (54)

where |γ| is the cardinal of plaquettes in the contour γ, which is also equal
to the half of the cardinal of temporal edges in γ̄, and |τ | is the cardinal of
intervals in the sequence τ .

We now estimate M1 and M2 :
α) Estimation of M1

We have∫
IR4

F 8d
�k,`

j

µ0(dyk,j)µ0(dyk,j+1)µ0(dy`,j)µ0(dy`,j+1)

=
∫
IR4

∫ ∣∣∣e−ε
∫

Ij
ωk,sω`,sds − 1

∣∣∣8d
⊗ P̃

yk,j ,yk,j+1

Īj
(dωk)P̃

yl,j ,yl,j+1

Īj
(dωl)

p0
a(yk,j , yk,j+1)p0

a(y`,j , y`,j+1)
µ0(dyk,j)µ0(dyk,j+1)µ0(dy`,j)µ0(dy`,j+1)

p0
a(yk,j , yk,j+1)p0

a(y`,j , y`,j+1)
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where p0
a(y1, y2) = P̃ (X0 = dy1, Xa = dy2)/µ0(dy1)µ0(dy2) is the density of

the joint distribution at times 0 and a of the process X, as introduced in
(37).

Lemma 7 There is an absolute constant b > 0 such that

∀a > a0, po
a(y1, y2) > b (55)

The proof can be found in [Mi-Ve-Za] Lemma 5.3 or in [Fa-Mi].
From (55) it follows that the right hand side of (55) is bounded above

by
1
b2

∫ ∫ ∣∣∣e−ε
∫

Ij
ωk,sω`,sds − 1

∣∣∣8d
P̃ (dωk)P̃ (dωl) (56)

To estimate the above integral, remark that∣∣∣e−ε
∫ a
0 ωk,sω`,sds − 1

∣∣∣ = |ε|
∣∣∣∫ a

0
ωk,sω`,sds

∣∣∣ ∫ 1

0
e−ετ

∫ a
0 ωk,sω`,sdsdτ

Then ∣∣∣e−ε
∫ a
0 ωk,sω`,sds − 1

∣∣∣8d
= ε8d

∣∣∣∫ a

0
ωk,sω`,sds

∣∣∣8d

∫
[0,1]8d

e−ε(τ1+···+τ8d)
∫ a
0 ωk,sω`,sdsdτ1 . . . dτ8d

≤ ε8d
(∫ a

0
ω2

k,sds
)4d(∫ a

0
ω2

`,sds
)4d
e4d|ε|

∫ a
0 (ω2

k,s+ω2
`,s)ds

After introducing this inequality in (56) we obtain

M1 < b−1/4d|ε|
[∫

(
∫ a

0
ω2

sds)
4de4d|ε|

∫ a
0 ω2

sdsP̃ (dω)
]1/4d

(57)

To control the above exponential moment, let us introduce the function on
C :

S(z) =
∫
ez

∫ a
0 ω2

sdsP̃ (dω).

Obviously we have

d4d

dz4d
S(z)|z=4d|ε| =

∫
(
∫ a

0
ω2

sds)
4de4d|ε|

∫ a
0 ω2

sdsP̃ (dω). (58)

But, decomposing S in Taylor series, and using Hölder’s inequality,

S(z) =
∞∑

n=0

zn

n!

∫
(
∫ a

0
ω2

sds)
nP̃ (dω)

|S(z)| ≤
∞∑

n=0

|z|n

n!

∫
(
∫ a

0
ω2n

s ds. an−1)P̃ (dω)

≤
∞∑

n=0

|z|n

n!
an

∫
IR
y2nµ0(dy).
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By (32) µ0 admits the density function e−ϕ0 for which holds :

Lemma 8 There exists an absolute constant C1 > 0 such that

|e−ϕ0(y)| ≤ C1e
−2|y|r+1/r+1, y ∈ IR

The parameter 2r was introduced in (31) as the degree of the polynom
which induces the drift of the process X with invariant measure e−ϕ0dx.

The proof can be found in [Mi-Ve-Za] Lemma 5.4 or in [Fa-Mi].
Lemma 8 implies that∫

y2nµ0(dy) ≤ C1

∫ ∞

0
y2ne−2yr+1/r+1dy

≤ C2

∫ ∞

0
z(2n−r)/(r+1)e−zdz

= C2Γ
(2n+ 1
r + 1

)
The Gamma function Γ can be estimated with help of Stirling’s formula ;
introduced in S(z), it gives

|S(z)| ≤ C3

∞∑
n=0

an|z|nn−n r−1
r+1 e−n

(r−1)
r+1 =: C3ψ(|z|).

The function ψ is an entire function on C with order ρ = r+1
r−1 and finite type

σ = r−1
r+1 (see [Ma]). Thus

ψ(|z|) ≤ C4e
σ̄|za|(r+1)/(r−1)

(59)

where σ̄ = r
r+1 and C4 is an absolute constant.

Using (57), (58), and Cauchy’s formula for the derivation of an holomor-
phic function, we find that ∀δ > 0,

M1 < C5|ε|
1
δ

exp
[ σ̄
4d

(a(4d|ε|+ δ))(r+1)/(r−1)
]

(60)

where C5 is an absolute constant.
β) Estimate of M2

Let us return to the description of the model in 3.1.
To the Schrödinger operator A we can associate the semi-group e−tA

on L2(IR, dz) and denote by qt(x, y) the associated kernel. There is the
following relation between qt and p0

t , the transition kernel of the process X
introduced in (37):

p0
t (y/x) =

qt(x, y)

e−λ0te−
1
2
(ϕ0(x)+ϕ0(y))

.
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On the other side, qt can be desintegrated as follows : if λ0 < λ1 ≤ · · · ≤
λn < · · · are eigenvalues of A and ψn are its normalized eigenfunctions
(ψ0 = e−ϕ0/2),

qt(x, y) =
∞∑

n=0

e−λntψn(x)ψn(y) . (61)

Thus we get

p0
t (y/x)− 1 =

∞∑
n=1

e−(λn−λ0)tψn

ψ0
(x)

ψn

ψ0
(y) (62)

Lemma 9 The following estimate holds∣∣∣ψn

ψ0
(x)
∣∣∣ ≤ C6e

K|λn|
r+1
2r (63)

where C6 > 0 and K > 0 are constants which do not depend on n and x.

The proof can be found in [Mi-Ve-Za].
From (62), (63) we get

|p0
a(y/x)− 1| ≤ eλ0aC1

∑
n≥1

e−(λna−K|λn|
r+1
2r )

Let n0 > 1 be the smallest number such that λn > 0 and λn ≥ 3λ0 for
n ≥ n0.

Then for
a >

3K

λ
(s−1)/(s+1)
n0

=: a0

∀n ≥ n0, λna−Kλ
r+1
2r

n ≥ 2
3aλn, which implies :

eλ0aC6

∑
n≥1

e−(λna−Kλ
r+1
2r

n ) ≤ eλ0aC6

n0−1∑
n≥1

e−(λna−Kλ
r+1
2r

n ) + C6

∑
n≥n0

e−
1
3
aλn

Since λn > C7n
2r/r+1 (see [Ti] formula (7.3.8)) the rest of the above serie is

bounded by ∫ +∞

n0−1
e−C8ay2r/r+1

dy < C9e
−C8a(n0−1)

Finally,

eλ0aC6

∑
1≤n<n0

e−λna+Kλ
(r+1/2r)
n ≤ e−(λ1−λ0)aC6

∑
1≤n<n0

eKλ
r+1
2r

n ≤ C10e
−(λ1−λ0)a

From these estimates we obtain that

M2 ≤ C11e
−C7a (64)
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with C7 = inf(λ1 − λ0, C8(n0 − 1)) and all (Ci)i≥0 are absolute constants.
If we take now a > a0 = − 1

3C7
ln|ε| and choose δ = |ε|1/3 in (60) we find

from (60) and (64) that {
M1 ≤ C13|ε|2/3

M2 ≤ C14|ε|1/3 .

From this and (54), we get the estimate (46) with λ = C|ε|1/3 and C is
an absolute constante.

3.1.4 The cluster expansion of the measures Qn.

For any finite set of temporal edges B = {(k, Ij)} ⊂ Zd+1
a and configuration

ω we denote by ωB its restriction on B.
We shall get now a representation for the average∫

ABdQn (65)

where AB is a local bounded function on Ω localized on B, and B is included
in the set Bn of temporal edges of Vn = Λn × In.

First we formulate some important consequence of the cluster represen-
tation (45) obtained for the partition function Zε

V .
Let τ be a finite set of temporal edges, included in T the set of all

temporal edges in Zd+1
a .

Let us introduce the partition function

Zε
τ = 1 +

∞∑
m=1

∑
{Γ1,...,Γm}

m∏
i=1

KΓi

where the summation is taken over all non ordered non empty collections
{Γ1, . . . ,Γm} of pairwise non intersecting aggregates Γi such that Γ̄i ⊂ τ ,
and KΓi defined by (44).

For any subset τ ⊂ τ ′ we define

f τ ′
τ =

Zε
τ\τ̄

Zε
τ ′

(66)

where τ̄ is the set of edges which have commun points with edges from τ .
The following lemma, which can be found in [Mi-Ma], holds :

Lemma 10 For ε small enough,

i) ∃C15 > 0, independent on τ and τ ′ such that∣∣f τ ′
τ

∣∣ < C15.2|τ | (67)
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ii) The following expansion holds :

f τ ′
τ = 1 +

τ∑
η={Γ},Γ̄⊂τ ′

Dτ (η)
∏
Γ∈η

KΓ (68)

where the summation is over collections η of aggregates Γ such that η
is connected, τ ∩ ∪Γ∈ηΓ̄ 6= ∅ and ∪Γ∈ηΓ̄ ⊂ τ ′. The coefficients Dτ (η)
do not depend on τ ′ and the serie is absolutely convergent.

iii) There exist a limit of the expansion (68) when τ ′ tends to T :

fτ = lim
τ ′↑T

f τ ′
τ = 1 +

τ∑
η={Γ}

Dτ (η)
∏
Γ∈η

KΓ (69)

iv) We have the following estimate :∣∣f τ ′
τ − fτ

∣∣ < C162|τ̄ |(1/2)d(τ,τ
′c) (70)

where d (τ, τ
′c) is the length of the smallest path in T which goes from

τ to the complement of τ ′ in T .

v) The following estimate holds : for τ1, τ2 ⊂ τ ′∣∣f τ ′
τ1∪τ2 − f τ ′

τ1 · f
τ ′
τ2

∣∣ < C173|τ1|+|τ2|(Cλ(ε))d(τ1,τ2)

and (71)∣∣fτ1∪τ2 − fτ1 · fτ2

∣∣ < C173|τ1|+|τ2|(Cλ(ε))d(τ1,τ2)

We now return to the expansion of the mean of the functional AB defined
in (65). We have∫

ABdQn =
1
Zε

Vn

∫
AB e−H

(ε)
Vn ⊗Λn dP̃In

=:
Zε

Vn
(AB)
Zε

Vn

where the numerator has the following representation :

Zε
Vn

(AB) =
∑

ζ={Γ̄j}
Γ̄j∈BVn

Kζ(AB)
(

1 +
∑

η={Γi}
Γ̄i∈BVn\(B∪ζ̄)

∏
Γi∈η

KΓi

)
(72)

and

Kζ(AB) =
∫
AB(ω)

m∏
j=1

XΓj (ω)dP̃ Γ̄j (ω)
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(cf. (44)).
¿From (72) and (68) we find∫

ABdQn =
∑

ζ

Kζ(AB)(Zε

Vn\(B̂∪ζ̄)
)/Zε

Vn
=
∑

ζ

Kζ(AB)fBVn

B∪ζ̄

=
∑
ζ,η

Kζ(AB)DB∪ζ̄(η)
∏
Γ∈η

KΓ

Using estimates (67), (69), we can conclude that for ε small enough (which
implies λ(ε) small enough) the above serie converges absolutely and uni-
formly in n, so that

lim
Vn↑Zd×R

∫
ABdQn =

∑
ζ

Kζ(AB) · fB∪ζ̄

=:
∫
ABdQ

The functional AB 7−→
∫
ABdQ is linear bounded and positive on the al-

gebra of bounded local functions. Then there exists a unique probability
measure Q such that

Q = lim
Vn↑Zd×R

Qn .

The fact that Q satisfies the property of short range correlations is a conse-
quence of a cluster representation for∫

AB1AB2dQn −
∫
AB1dQn

∫
AB2dQn

and (71), but also of the general Martin-boundary theory mentioned above.
This completes the proof of theorem 4.

3.2 The model associated to a Stochastic Differential
Equation

In this section, using the method of cluster expansion, we give an alternative
construction of a Gibbsian field associated to the space-time interaction of
the type given in the section 2.3.

As in the last section 3.1., we will define a sequence of measure Q2,n

with zero boundary configuration and prove its convergence to the desired
Gibbsian field. (The fact that the limit is a Gibbs state derives from Lemma
5).

More precisely, let us take φ(ε) a pair potential on IRZZd
defined as follows

(particular case of (2.10)) :{
φ

(ε)
{k}(yk) = y2r

k , r ∈ N∗, r > 1

φ
(ε)
{k,`}(yk, y`) = εyky` if |k − `| = 1 and 0 otherwise

(73)
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This induces on the space-time level an interaction Φ(ε) as in (27) :

Φ(ε)
Λ×I(X) =

∫
I
ϕ

(ε)
Λ (XΛ,s)ds

where ϕ(ε) satisfies :

• ϕ(ε)
{k}(yk) = (r2/2)y4r−2

k − r(r − 1/2)y2r−2
k + (ε2d/4)y2

k

• ϕ(ε)
{k,`}(yk, y`) =


(εr/2)(y2r−1

k y` + y2r−1
` yk) if |k − `| = 1

(ε2/2)yky` if |k − `| =
√

2
(ε2/4)yky` if |k − `| = 2
0 otherwise

This is a pair interaction with finite range equal to 2.

3.2.1 The free measure and the Hamiltonian

Consider the polynom

P2(y) =
r2

2
y4r−2 − r(2r − 1)

2
y2r−2 +

ε2d

4
y2 .

It plays the role of the polynom P1 in the section 3.1. The new reference
process X on C(R,R) is the reversible solution of the stochastic differential
equation (33) where exp(−ϕ0/2) is the unique normalized strictly positive
eigenvector associated to the smallest eigenvalue of the Schrödinger opera-
tor :

−1
2
d2

dz2
+ P2(z) .

We denote the law of X by P̃2 and construct a local reference specification
Π̃0

2 as in (34), where P̃ is replaced by P̃2.
The Gibbsian modification of this free field we consider now is induced

by the Hamiltonian

H
(ε)
2,Λ×I(ω) =

∫
I

(∑
k,l∈Λ

ϕ
(ε)
{k,`}(ωk,s, ωl,s)+

∑
k∈Λ,`∈Λc

ϕ
(ε)
{k,`}(ωk,s, ω`,s)

)
ds . (74)

Theorem 5 For ε small enough, there exists a space-time Gibbs measure
Q2 in G(H(ε)

2 , Π̃0
2), obtained as limit of the following sequence of probabilities

on ΩΛn,In , Vn = Λn × In :

Q2,n(dη) =
1
Zε

Vn

exp−H(ε)
2,Vn

(η0)(⊗k∈ΛnP̃2,Īn
)(dη)

=
1
Zε

Vn

(
exp−

∫
In

∑
k,`∈Λn

ϕ
(ε)
{k,`}(ηk,s, η`,s)

)
(⊗k∈ΛnP̃2,Īn

)(dη).

Q2 admits a cluster expansion and satisfies the property of short range
correlations.
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3.2.2 The cluster expansion of Zε
V

As in section 3.1, the time interval I is divided into intervals Ij with length
a. Temporal edges are defined like in section 3.1.2. Plaquettes are defined
as pairs of temporal edges in interaction. Thus there are three types of
plaquettes.

1�
k,`
j are plaquettes with |k − `| = 1

2�
k,`
j are plaquettes with |k − `| =

√
2

3�
k,`
j are plaquettes with |k − `| = 2

Then the partition function Zε
V admits the representation (45) where KΓi

is defined as in (44) except that the term∏
�k,`

jm

(
exp(−ε

∫
Ijm

ωk,sω`,sds)− 1
)

is replaced by ∏
α=1,2,3

∏
α�k,`

jm

(
exp(−

∫
Ijm

ϕ
(ε)
k,`(ωk,s, ω`,s)ds)− 1

)

3.2.3 Cluster estimates

To estimate KΓ we apply lemma 6 by choosing numbers nα, α = 1, 2, 3,
corresponding to plaquettes of type α such that inequality (47) holds. More
precisely, every temporal edge appears in no more then 2d plaquettes of type
1, 2d(d− 1) plaquettes of type 2 and 2d plaquettes of type 3. So we choose
nα such that

2d
n1

+
2d(d− 1)

n2
+

2d
n3

≤ 1 . (75)

Then the similar estimate for KΓ as (50) holds where∏
�k,`

jm

F�k,`
jm

is replaced by
∏

α=1,2,3

∏
α�k,`

jm

F
α�k,`

jm

.

Every vertex (k, ja) appears in no more than 4d plaquettes of type 1, 4d(d−
1) plaquettes of type 2 and 4d plaquettes of type 3, and in no more than
two series. So, by choosing nα such that

2
4

+
4d
n1

+
4d(d− 1)

n2
+

4d
n3

≤ 1 ,

we can apply lemma 6 and get the following estimate (similar to (3.21))
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|KΓ| ≤
s∏

m=1

3∏
α=1

∏
α�k,`

jm
∈γjm

m

[∫
IR4

Fnα

α�k,`
jm

µ0(dyk,jm)

µ0(dyk,jm+1)µ0(dy`,jm)µ0(dy`,jm+1)
]1/nα

p∏
n=1

∏
Ij∈τkn

n

[∫
IR2

∣∣∣p0
a(ykn,j+1/ykn,j)− 1

∣∣∣4µ0(dykn,j)µ0(dykn,j+1)
]1/4

We then take n1 = 24d, n2 = 24d(d− 1), n3 = 24d and denote by

Mp`
α =

[∫
IR4

Fnα

α�k,`
j

(y1, y2, y3, y4)µ0(dy1)µ0(dy2)µ0(dy3)µ0(dy4)
]1/nα

and M edge = M2 like in (53).
As in (54)

|KΓ| <
(
Mp`

α

) s∑
m=1

|γjm
m |α(

M edge
)

p∑
n=1

|τkn
n |

where |γ|α is the number of plaquettes of type α in the contour γ.
Now we have to estimate the quantities Mp`

α and M edge.
For Mp`

2 ,M
p`
3 and M edge the computations are similar to those of the

first model (section 3.1). This implies that, by choosing a ∼ −lnε, we get{
Mp`

α < C18ε
2/3 α = 2, 3

M edge < C19ε
1/3 .

(76)

Estimation of Mp`
1 :

Mp`
1 <

[
1/b2

∫∫ ∣∣∣exp(−(εr/2)
∫ a

0
(ω2r−1

1,s ω2,s+ω1,sω
2r−1
2,s )ds)−1

∣∣∣24d
P̃2(dω1)P̃2(dω2)

]1/24d
.

But

exp(−(εr/2)
∫ a

0
(ω2r−1

1,s ω2,s + ω1,sω
2r−1
2,s )ds)− 1

= (εr/2)
∫ a

0
(ω2r−1

1,s ω2,s + ω1,sω
2r−1
2,s )ds ·

∫ 1

0
e−(rε/2)τ

∫ a
0 (ω2r−1

1,s ω2,s+ω1,sω2r−1
2,s )dτ

Together with Young inequality∣∣ω2r−1
1 ω2 + ω2r−1

2 ω1

∣∣ ≤ ∣∣ω1

∣∣2r +
∣∣ω2

∣∣2r
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we get∫∫ ∣∣∣exp(−(εr/2)
∫ a

0
(ω2r−1

1,s ω2,s + ω1,sω
2r−1
2,s )ds)− 1

∣∣∣24d
P̃2(dω1)P̃2(dω2)

≤ (εr/2)24d

∫∫ (∫ a

0

∣∣ω1,s

∣∣2r +
∣∣ω2,s

∣∣2r)ds
)24d

(77)

exp(12rεd
∫ a

0

∣∣ω1,s

∣∣2r +
∣∣ω2,s

∣∣2r)ds)P̃2(dω1)P̃2(dω2)

Let us introduce the function on C :

R(z) =
(∫

exp(z
∫ a

0
|ωs|2rds)P̃2(dω)

)2
.

Obviously, the right hand side of (77) equals

(εr/2)24d d
24d

dz24d
R(z) |z=12rεd

In a similar way than for the first model, using lemma 6, we can estimate
R by

|R(z)| <

(
C20

∞∑
r=1

an|z|n

γn

)2

= C2
20

(
1

1− a|z|
γ

)2

for |z| < γ/a, where γ is a positive constant.
Then R is analytical on the disc |z| < γ/a and for ε, δ small enough.

d24d

dz24d
R(z) |z=12rεd<

C21

δ24d

(
1

1− a(ε+d)12rd
γ

)2

We choose δ = ε1/3, and it implies that

Mp`
1 < C22ε

2/3 .

Together with (76) and (77), we find the following cluster estimate :

|KΓ| < (Cε2/3)|Γ| .

The cluster expansion of the measures Q2,n is omitted because it is similar
to the computations done in 3.1.4. for Qn.

This completes the proof of theorem 5.

Remark : Since we are not able to assure the uniqueness of Gibbs states
in Gr(H

(ε)
2 , Π̃0

2), - see the remarks at the end of paragraph 2.2 - we can not
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identify Q2 with the reversible process which appeared in the section 2.3
and which belongs to Gr(H(ε), Π̃0).
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